Abstract

Many scientific disciplines rely on observational data of systems for which it is difficult (or impossible) to implement controlled experiments and data analysis techniques are required for identifying causal information and relationships directly from observational data. This need has lead to the development of many different time series causality approaches and tools including transfer entropy, convergent cross-mapping (CCM), and Granger causality statistics.

In this thesis, the existing time series causality method of CCM is extended by introducing a new method called pairwise asymmetric inference (PAI). It is found that CCM may provide counter-intuitive causal inferences for simple dynamics with strong intuitive notions of causality, and the CCM causal inference can be a function of physical parameters that are seemingly unrelated to the existence of a driving relationship in the system. For example, a CCM causal inference might alternate between “voltage drives current” and “current drives voltage” as the frequency of the voltage signal is changed in a series circuit with a single resistor and inductor. PAI is introduced to address both of these limitations.

Many of the current approaches in the times series causality literature are not computationally straightforward to apply, do not follow directly from assumptions of probabilistic causality, depend on assumed models for the time series generating process, or rely on embedding procedures. A new approach, called causal leaning, is introduced in this work to avoid these issues. The leaning is found to provide causal inferences that agree with intuition for both simple systems and more complicated empirical examples, including space weather data sets. The leaning may provide a clearer interpretation of the results than those from existing time series causality tools.

A practicing analyst can explore the literature to find many proposals for identifying drivers and causal connections in times series data sets, but little research exists of how these tools compare to each other in practice. This work introduces and defines exploratory causal analysis (ECA) to address this issue along with the concept of data causality in the taxonomy of causal studies introduced in this work. The motivation is to provide a framework for exploring potential causal structures in time series data sets. ECA is used on several synthetic and empirical data sets, and it is found that all of the tested time series causality tools agree with each other (and intuitive notions of causality) for many simple systems but can provide conflicting causal inferences for more complicated systems. It is proposed that such disagreements between different time series causality tools during ECA might provide deeper insight into the data than could be found otherwise.
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1 Motivation

Consider a scientist wishing to find the driving relationships among a collection of time series data. The scientist probably has a particular problem in mind, e.g., comparing the potential driving effects of different space weather parameters, but a quick search of the data analysis literature would reveal that this problem is found in many different fields. They would find proposals for different approaches, most of which are justified with philosophical arguments about definitions of causality and are only applicable to specific types of data. However, the scientist would not find any consensus of which tools consistently provide intuitive causal inferences for specific types of systems. The literature seems to lack straightforward guidance for drawing causal inferences from time series data. Many of the proposed approaches are tested on a small number of data sets, usually generated from complex dynamics, and most authors do not discuss how their techniques might be used as part of a general causal analysis.

This work was developed from the realization that drawing causal inferences from time series data is subtle. The study of causality in data sets has a long history, so the first step is to develop a loose taxonomy of the field to help frame the specific types of approaches an analyst may be seeking (e.g., time series causality). Then, the philosophical causality studies must be carefully and deliberately divorced from the data causality studies, which is done here with the introduction of exploratory causal analysis (ECA). Finally, examples need to be presented where the different approaches are compared on identical data sets that have strongly intuitive driving relationships. Using such an approach, the analyst can develop an understanding of how a causal analysis might be performed, and how the results of that analysis can be interpreted. This work presents all three of these steps and is intended as an introduction and guide to such analysis.

Additionally, it was found that the existing time series causality method of convergent cross-mapping (CCM) may provide counter-intuitive causal inferences for simple dynamics with strong intuitive notions of causality, and the CCM causal inference can be a function of physical parameters that are seemingly unrelated to the existence of a driving
relationship in the system. An extension of CCM, called pairwise asymmetric inference (PAI), was developed and tested as part of this work to address both of these issues. PAI is used for the ECA examples presented in this work. The ECA process requires an analyst to decide which time series causality tools to use and compare, which led to the realization that there is no tool with a straightforward interpretation directly from the notion of probabilistic causality. The causal leaning was developed as part of this work to address this issue. It is unique among time series causality tools by not depending on embedding procedures or assumed models for the data. It is used in every ECA example presented in this work.

2 Introduction

Data analysis is a fundamental part of physics. The theory-experiment cycle common to most sciences [1] invariably involves an analyst trying to draw conclusions from a collection of data points. Gerald van Belle outlines data analysis as four questions in what he calls the “Four Questions Rule of Thumb” [2] (distilled from Fisher [3]), “Any statistical treatment must address the following questions:

1. What is the question?
2. Can it be measured?
3. Where, when, and how will you get the data?
4. What do you think the data are telling you?”

These items are each addressed by one of the three primary components of data analysis,

- the question (i.e., what is the purpose of the data analysis?; van Belle item # 1),
- the data (i.e., what measurements are available to address the question?; van Belle items # 2 and 3), and
- the tools (i.e., what methods, techniques, or approaches can be used on the data to address the question?; van Belle item # 4).

This work focuses on the tools (the third component) given data in a specific form (the second component) and a distinct, limited question (the first component). The concern of this work is data analysis to answer the question “Does a given pair of time series data potentially contain some causal structure?”. In physics, this question is common when data has been collected over time (i.e., time series data) in an experiment that was not intentionally designed to verify some existing theory, e.g., recording daily precipitation and temperature at a specific location for many years. The physicist’s preliminary analysis of such data would be exploratory [4], and a part of that exploratory analysis may involve investigations of potential causal structure. The word “potential” is important to the analysis, as confirmation of any causal structure in the system would require further analysis, possibly including the collection of more data and/or the design on new experiments to collect new data. Such analysis would be confirmatory and one of the main purposes of the exploratory analysis is to guide confirmatory analysis [4].

Causal inference as a part of data analysis (referred to in this work as data causality; see Section 3) is a topic of debate among many researchers and has been for many years (see [5] for an introduction). In 1980, Clive Granger stated

“Attitudes towards causality differ widely, from the defeatist one that it is impossible to define causality, let alone test for it, to the populist viewpoint that everyone has their own personal definition and so it is unlikely that a generally acceptable definition exists. It is clearly a topic in which individual tastes predominate, and it would be improper to try to force research workers to accept a definition with which they feel uneasy. My own experience is that, unlike art, causality is a concept whose definition people know what they do not like but few know what they do like.” [6]

Granger was referring to the attitudes of statisticians, economists, and philosophers of the time who often repeated the platitude “correlation is not causation” [7] and declared statements of causality were only possible in experiments with randomized trials, as described by Fisher [8, 3]. General statements of causality in modern social science data analysis often still require Fisher randomization in the experimental design [9, 10]. It has come to be recognized, however, that randomized trails can be prohibitively difficult (e.g., too expensive) or impossible to conduct in practice (e.g., subjecting one subject to multiple treatments simultaneously) [10, 9]. Techniques have been developed for causal inference when Fisher randomization is unavailable. It has been argued that, in principle, Fisher randomization is not possible in any
social science experiment and thus modern data causality techniques are required for rigorous causal inference of such data sets [11].

Physics has a long history of studying causality, often more closely related to philosophical considerations rather than specific data sets of physical systems (see, e.g., [12]). Physics applies the scientific tradition of a prediction-experiment-repeat cycle [11] to fundamental systems, such as billiard balls and particle interactions, where randomization of hidden variables is usually not much of a concern. Some physicists consider statements of causality to be impossible without direct intervention into the system dynamics [13]. Modern data collection techniques, however, include measurements of system dynamics for which interventions are not technologically feasible. One such data set discussed in this work is NASA/GSFC’s Space Physics Data Facility’s OMNIWeb (or CDAWeb or ftp) service, and OMNI data [14]. Causality studies of such systems require data causality tools rather than traditional experiments (i.e., interventions into the system dynamics).

2.1 Notation and Language

Notation and language in causality studies can be contentious (see, e.g., [5, 15, 16]). This issue is discussed in detail in Sections 2.2 and 2.3. The notational shorthand “→” and “←” are used to replace causal verbs such as “cause” or “drive”, e.g., A ← B means B drives A. This shorthand is convenient but should not be conflated with causal language outside the scope of such language used in this work, i.e., A → B means A causes B using the definition of “cause” outlined in Sections 2.2 and 2.3. The word “tool” is also used extensively throughout this work to mean a technique, method, approach, or specific mathematical calculation (or any collection of such things) used as part of a data analysis. This language is, again, used for convenience. Causality studies have an extensive history and is broadly interdisciplinary. The use of nondescript, overarching terms like “tool” and notations such as “→” are intended to prevent the discussion from getting lost in the details of nomenclature. The hope is that the notation and language used in this work does not cloud any underlying concepts or ideas. Such issues will be discussed whenever there may be confusion.

2.2 Time series causality framework

Time series causality is causal inference made using only time series data. It is a term that may be applied to a wide array of different methods and techniques, as discussed in Section 4. It may be considered a subset of data causality, which is causal inference based on data of some kind. The specific type of data used in time series causality, i.e., time series, is the defining feature. A rough taxonomy of causality studies is presented in Section 3.

There is some debate in the literature about whether or not time series causality tools should be considered causal rather than simply statistical [17, 15, 18]. Most of the arguments against identifying such tools as causal are equivalent to one of the three following truisms (or platitudes, depending on the author’s point of view),

1. Correlation is not causation
2. Confounding needs to be addressed
3. Proving causation requires intervention into the system dynamics (i.e., experiments or “manipulation” [16]).

The first point may be argued as the motivation for some time series causality tools (see, e.g., [7]) but is often pointed out as a limitation of others (see, e.g., [19]). Truisms 2 and 3, however, have been argued as the primary reason times series causality tools should not be considered causal at all.

For example, Pearl [15] defines a statistical parameter as “any quantity that is defined in terms of a joint probability distribution of observed variables, making no assumption whatsoever regarding the existence or nonexistence of unobserved variables” and a causal parameter as “any quantity that is defined in terms of a causal model ... and is not a statistical parameter”. He goes on to say “Temporal precedence among variables may furnish some information about ... causal relationships ...[and] may therefore be regarded as borderline cases between statistical and causal models. We shall nevertheless classify those models as statistical because the great majority of policy-related questions cannot be discerned from such distributions, given our commitment to making no assumption regarding the presence or absence of unmeasured variables. Consequently... ‘Granger causality’ and ‘strong exogeneity’ will be classified as statistical rather than causal.” (emphasis in original). Most times series causality tools rely on the temporal structure of the data sets for causal inference, and most draw conclusions only from the available data. Thus, following Pearl’s definitions, most times series causality tools are statistical tools, not causal tools.

---

1 “Social science” is used here to mean any field of study with subjects that are sufficiently complex, including sociology, psychology, economics, and the medical sciences.
Holland [16] argues that any method or technique that does not involve intervention into the system dynamics may only be considered associational, not causal. Holland does not restrict the concept of interventions to experimenters conducting carefully designed experiments; he considers, e.g., the possibility of drawing causal inferences from observational data. He does, however, restrict the notion of an intervention by restricting the notion of a cause, which may not be an attribute of system (e.g., race or gender in social studies) and must be applicable equally to all units within the system. See [10] for a full discussion of these ideas. Most time series causality tools, as mentioned previously, draw causal inference from the data alone. There is usually no effort made to determine if one time series fits any specific definition of “cause” with respect to the other time series being analyzed. Thus, following Holland’s arguments, such tools are associational tools, not causal.

Time series causality tools are used in this work for exploratory causal analysis, which is explained in more detail in Section 2.3. Labeling the causal inference as “exploratory” may, cynically, be seen as escamotage meant to avoid issues such as those raised by Pearl and Holland. It may be argued, however, that the three points listed above, along with issues of labeling and taxonomy, are of little importance to the task at hand. There are situations in which an analyst will have nothing but a set of times series. Should the analyst refuse to make any causal inference at all? Doing so would ignore previous scenarios in which analysts have successfully applied techniques, such as times series causality tools, to draw causal inferences that were later confirmed either by collecting more data and applying other data causality tools (such as those advocated by Pearl [14]) or by conducting experiments. The modifier exploratory applied to these causal inferences implies the need for further investigation and/or theory to fully understand the causal structure of the system. An analyst need not limit their data analysis toolbox by ignoring time series causality tools simply because such tools may only be “associational” or “statistical”. Indeed, the inferences drawn with such tools may not be causal, but they could be, so they should not be ignored during a search for causal inference.

2.3 Exploratory causal analysis framework

Exploratory causal analysis uses the term exploratory similar to the way it is used by Tukey in his approach to exploratory data analysis [4]. The preface of Tukey’s original work provides general themes to both the exploratory data analysis he was advocating and exploratory causal analysis, including emphasis that the main idea is “…about looking at the data to see what it seems to say.” and the primary concern is “…with appearance, not with confirmation.” [4]. Exploratory analysis is not confirmatory analysis, and this point must be especially clear to a causal inference analyst. Tukey makes this idea clear with a bullet point in the Preface, “leave most interpretations of results to those who are experts in the subject-matter field involved.” [4]. Times series causality tools are statistical tools, and statistical tools are necessarily only associational [5]. The relationships found with such tools can only be deemed “causal” with the application of outside theories or assumptions [5], which requires an analyst seeking to make such general causal statements to be well-versed in any such theories involving the analyzed data. Often the analyst is seeking to confirm a given causal theory. Statistical tools, such as time series causality tools, can certainly be used for such a task but not in the manner they are applied in this work. Such analysis would be confirmatory causal analysis, and this work is about exploratory causal analysis.

The distinction between exploration and confirmation in causal analysis is important because the analysis can (and should) be approached differently. Analysis meant to confirm some existing causal theory will be attempting to find specific patterns within the data. Presumably, there will be known (or assumed) models (or sets of models) to which the data will be fit. In such analysis, a primary goal might be understanding the residuals from the fits and special attention may be given to the sampling procedure to ensure the causal inferences are applicable to the desired populations. Exploratory causal analysis is not concerned with specific model [5] or the applicability of causal inferences beyond the data being analyzed. Exploratory causal analysis is characterized by a myopic goal to determine which data series from a given set of series might be seen as the primary driver. The exploratory causal inference is never assumed to apply to any data other than that being analyzed and is meant to guide the confirmatory causal analysis, especially in situations where existing outside theories or assumptions about the data are incomplete. The results of exploratory causal analysis may guide the design of new experiments, i.e., the collection of new data sets, from which new exploratory causal inferences may be drawn. The results may also guide the creation of new theoretical models or the development of new assumptions, which would become part of the confirmatory causal analysis. In short, exploratory causal analysis is meant to be the first step of causal inference. It is meant to draw as much potentially causal information as possible from the given data.

Another important reason for the distinction between exploration and confirmation in causal analysis is philosophical. Exploratory causal inference is intended to determine if (and what) causal structure may be present in a time series pair but is not intended to confirm such structure. There are scenarios in which any time series causality tool may incorrectly

---

2This is not meant to imply that exploratory causal analysis does not use models, only that such models are not assumed to reveal any underlying truths about the system dynamics or populations from which the data has been sampled. See Section [11] for a discussion of data models in exploratory causal inference.
assign causal structure or may incorrectly not assign causal structure [4]. Furthermore, proof of causal relationships is often considered impossible with data alone [15, 3, 9]. Care must be taken to ensure that causal language used during exploratory causal analysis such as “driving”, “cause”, “effect” and even “causality” is not conflated with other definitions of those terms. If, in an exploratory causal analysis of a given set of data series, one is identified as the “cause” of another, then this identification should not be construed as a statement that the former is a true cause of the latter, in any (empirical, physical, metaphysical, philosophical, etc.) sense of the word “true”. The identification of a “cause” among a given set of data series during exploratory data analysis is a statement that, assuming one of the data series may be interpreted as driving the others, the “cause” series is driving the “effect” series, where the technical meaning of “driving” depends on the specific causal inference tools being used but, in general, implies some data or data structure (i.e., the “cause”) in the past of one series predicts, or raises the probability of, some data or data structure (i.e., the “effect”) in the present or future of another series. For example, if a cause is identified as \( A \) in a pair of series \( (A, B) \) using transfer entropy, then the exploratory causal statement \( A \) causes (or drives) \( B \) (written as \( A \rightarrow B \)) is the statement that the information flow from \( A \) to \( B \) is greater than the information flow from \( B \) to \( A \). It is a statement about a comparison of magnitudes of specific calculations conducted on the data series. The only causal interpretation given to the statement is that which the tool itself possesses (which, in this case, is one of “information flow” being indicative of causal relationships). No attempts are made to relate the causal interpretations of the tools used during exploratory causal analysis to more general notions of causality, e.g., in physics and philosophy. Such tasks would be part of any confirmatory causal inferences made with these tools.

Exploratory causal analysis is defined more by an approach to the analysis than the use of any specific set of tools or assumptions. As Tukey notes, exploratory analysis is “detective in character” [4]. However, the specific exploratory causal analysis techniques used in this work rely on time series causality tools, which, in turn, rely on two important assumptions. The first is that the cause must precede the effect. This assumption has been argued among philosophers for a long time (see, e.g., [20, 21, 22, 23, 5, 15]) and has also been questioned among physicists [12, 13]. The second assumption is that a driver may be present in the set of data series being analyzed. This assumption makes the exploratory causal analysis susceptible to confounding [5, 15]: i.e., exploratory causal analysis is not intended to detect potential driving from sources outside of the data series being analyzed. For example, the exploratory causal inference may be \( A \rightarrow B \) when, in fact, there is some unknown data series \( C \) which may be more appropriately labeled the driver of both, i.e., \( C \rightarrow A \) and \( C \rightarrow B \). Any data-driven causal inferences are susceptible to confounding [5]. However, exploratory causal analysis, as it is done in this work, may be seen as particularly vulnerable given the desire to draw conclusions from only the time series data under consideration. Neither of these assumptions will be defended beyond noting that the agreements between intuitive causal “truths” and exploratory causal inferences shown in Section 5 imply these assumptions are valid in at least some circumstances.

Another topic that must be considered carefully during exploratory causal analysis is hypothesis testing. Hypothesis (also called statistical or significance) testing is a standard part of modern Granger causality studies [4]. The early work of Granger was concerned with developing a “testable” definition of causality (see, e.g., [24, 25]), and by the late 1970s, hypothesis testing was a standard part of Granger causality studies (see, e.g., [26]). The same time period also saw many authors argue against the use of such testing in causality studies (see, e.g., [27, 28]). Statistical tests may or may not be useful for causal inference with time series causality tools, but the results of such tests should be not be interpreted beyond exploratory causal inference; i.e., the use of a hypothesis test does not imply a given causal inference is confirmatory rather than exploratory. For example, suppose a set of leaning is created as part of the exploratory causal analysis. This set must be distilled somehow into a single causal inference. Suppose a null hypothesis \( N_0 \) is defined as “the mean of this set of leanings is negative” or \( \langle \lambda_m \rangle < 0 \). Let \( N_0 \) represent the causal inference \( B \rightarrow A \) in a time series pair \( (A, B) \). If \( N_0 \) is rejected at significance level \( \alpha \), then the interpretation is that the causal inference \( B \rightarrow A \) is rejected at significance level \( \alpha \), not that the causal inference \( A \rightarrow B \) is “accepted” with confidence \( 1 - \alpha \). Furthermore, the test focuses on the rejection of a specific null hypothesis, and that null hypothesis is a statement about a specific calculation. The rejection of a given causal inference comes only from the causal interpretation of the calculation around which the null hypothesis was constructed. These points may seem obvious, but significance testing has led to confusion in the literature whereby the rejection of a given null hypothesis at a very low significance level is conflated with a high “confidence” in some causal interpretation [27, 28]. The statistical test is about a specific calculation on the data sets, and the analyst’s confidence in a causal inference depends on concerns that usually are not addressed by such tests, including the assumptions used

---

3See Section 4.2  
4“Information flow” is defined in Section 4.2  
5“Confirmatory data analysis is judicial or quasi-judicial in character.” [4] Consider the following quote from page one of Tukey’s text, “Exploratory data analysis is detective work-numerical detective work—or counting detective work–or graphical detective work. A detective investigating a crime needs both tools and understanding. . . . Equally, the analyst of data needs both tools and understanding.”  
6See Section 4.1  
7See Section 4.5
when performing the calculation (e.g., linear forecast models in a Granger causality calculation) and the validity and/or applicability of a given causal interpretation of that calculation. Statistical tests are also used in confirmatory causal analysis, for example by defining a null hypothesis of some model parameter being equal to a theoretically justified value. These tests are fundamentally different from those used in exploratory causal analysis because they rely on theories regarding the potential system dynamics. The point of such tests in confirmatory causal analysis is to confirm those theoretically justified models or parameter values. As emphasized previously, exploratory causal analysis does not confirm anything and does not rely on specific theories or models regarding the dynamics that generated the data being analyzed.

2.4 Moving forward with data causality
Section 2.3 listed three steps the field of causal studies needs to take for a practicing analyst to be able to apply the tools of the field in the manner of other statistical tools (such as, e.g., bootstrapping or confidence intervals). Those steps are:

1. develop a loose taxonomy of the field to help frame the specific types of approaches an analyst may be seeking (e.g., time series causality)

2. carefully and deliberately divorce philosophy from data causality studies

3. present examples where the different approaches are compared on identical data sets, which have driving relationships that are strongly intuitive

Step 1 has been attempted by several authors (see, e.g., [16, 29, 15]). However, the taxonomies are usually either too broad to help an analyst surveying the field for useful tools, or far too specific for such an analyst to understand without reading large amounts of background literature. This work introduces a taxonomy in Section 3 for which the category boundaries are defined by the type of question the analyst is asking and the type of data available. This approach necessarily leads to fuzzy boundaries within the taxonomy (e.g., many different types of data might be available to answer the same question), but the taxonomy is not meant to be rigorous. This type of taxonomy is currently missing from the field, but it is useful to help guide the analyst within the vast literature of causality studies.

Step 2 is often ignored completely by most authors, with the notable exception of Granger [6]. Many authors often take the opposite approach and use philosophical arguments to justify a particular tool or set of tools (see, e.g., [30, 15, 31]). However, for a practicing analyst, this approach does not provide an understanding of how a particular tool might work with a given data set. The primary question for a analyst is “Does this tool work?” or, more specifically, “Does this particular approach to drawing causal inferences from the data do so correctly and consistently for the particular type of data available to me?” Many philosophical arguments require the analyst to define what they mean by “causal”, “correctly”, “consistently”, and sometimes even “data”, which can be both frustrating and potentially limiting for an analyst who may avoid a particular tool (that would otherwise be useful for them) because of philosophical objections. This work introduces the concept of exploratory causal analysis as opposed to confirmatory causal analysis, in which operational definitions of causality are presented for specific tools. Such causal definitions are specific and are not expected to meet any philosophical requirements such as those presented by Suppes [32] or Good [33]. Furthermore, this work posits that the data analysis may use many different operational definitions of causality to draw as much causal inference from the data as possible. This work not only outlines this new approach to data causality but also demonstrates its usefulness with different examples and illustrates how such an approach may be undertaken on a time series data set.

Step 3 is, for an analyst looking for practical tools, a troubling omission of the current field. Time series causality studies in particular often introduce new tools using data sets for which there are not driving relationships that are either intuitively obvious or justified by outside theory (see, e.g., [20, 89, 85]). It is difficult to interpret the results of such studies. Does the proposed tool work? Is the operational definition of causality presented in the study comparable to the causal inferences the analyst to hoping to draw from their own data? Such questions cannot be answered if the causal inferences implied by the proposed tools cannot be compared to nominally “correct” causal inferences (i.e., intuitive causal inferences or those supported by well-established theoretical models of the system dynamics). Many authors comment on how a proposed time series causality tool may compare to existing tools but rarely apply both tools to the same data, which leaves an analyst to rely on the authors’ comments alone when trying to determine which tool might be best for a particular causal analysis. It was shown, as part of this work, that such an approach to introducing new time series causality tools can actually lead an analyst to trust that a given tool may provide reliable causal inference in situations where that is not true. Convergent cross-mapping (CCM [11]) was shown to provide counter-intuitive causal inferences for

---

8See Section 2.3
9See Section 2.2
10See Section 3
11See Section 2.3
It is shown in Section 3 that many different time series causality tools may provide identical causal inferences despite expectations to the contrary (e.g., compare the discussion of how Granger causality compares to CCM in [30] to the results presented in Section 5.2.5). This work introduces the idea of comparing different time series causality tools on identical data sets, not only to compare the tools but also to understand how applying different operational definitions of causality to the same data set may provide deeper insight into the data.

This work also introduces and develops a new time series causality tool called the causal leaning. Care is taken to apply both Steps 2 and 3 to the derivation of this tool. It is shown how this approach helps the analyst understand the strengths and weaknesses of the leaning with particular types of data. The leaning is shown to be at least as useful for causal inference as any of the other tested time series causality tools in Section 5. Overall, this work introduces and explores two new time series causality tools, PAI and leaning, and, more generally, a more practical approach to causal analysis with time series data than is currently found in the field.

3 Causality studies

Studies of causality are as old as the scientific method itself. An overview of such studies is far beyond the scope of this work and would probably fill several volumes. As Holland says “So much has been written about causality by philosophers that it is impossible to give an adequate coverage of the ideas that they have expressed in a short article.” Physicists, economists (and econometricians), mathematicians, statisticians, computer scientists, and scientists from a wide array of other fields (including medicine, psychology, and sociology) have also contributed greatly to the vast body of literature on causality. This section is meant to provide a loose taxonomy of these studies, and is not meant to provide an overview of these studies. Authors often discuss causality with little attention given to the specific definitions of their causal language or the specific goals they are hoping to achieve with their work (see, e.g., [16, 6] for a discussion of such issues). This taxonomy is meant to explain where exploratory causal analysis, as it is defined in Section 2.3 relates to other causality studies. This taxonomy will not be complete, nor will the boundaries be clean. Several authors, particularly in theoretical physics, blur boundaries, e.g., between data studies and philosophy (see, e.g., [13]).

Holland outlines four primary focuses for authors studying causality, the ultimate meaningfulness of the notion of causality, the details of causal mechanisms, the causes of a given effect, and the effects of a given cause. The first two goals in this list will fall into a category called foundational causality, and the last two will fall into a category called data causality. It is assumed that all causality studies can be placed into one of these two categories, but the categories are not considered disjoint. Data causality studies are characterized by the use of data (empirical or synthetic) in discussion of causality, and foundational causality studies are characterized as not being data causality studies. Many authors have argued that foundational causality should not be studied independent of data causality (see, e.g., [16, 7, 42, 43, 44, 45, 12]).

Data causality studies often bemoan the lack of academic consensus among foundational studies while recognizing the need for operational notions of causality in data analysis (see, e.g., [40, 9, 17, 15, 19]). Time series causality is considered a subset of data causality, and, therefore, data causality will be explored in more detail than foundational causality. Introductions and discussions of foundational causality studies can be found in [15, 5, 31, 13, 12, 9].

3.1 Foundational causality

Do causes always precede effects? Is a cause required to precede an effect? How are causes and effects related in spacetime? Is relativistic causality different from quantum causality and classical causality? What is quantum causality? Is causality a law of Nature? Is causality a principle used by practicing scientists? How are cause and effect perceived? Can there be differences in such perceptions without changing the underlying notion of causality? These questions are examples of foundational causality studies. Foundational causality, like all causality studies, is broadly inter-disciplinary. Three of the most prominent subfields are philosophical studies, natural science studies, and psychological studies. Legal causality (i.e., who is legally responsible for a given event) is often considered a part of the philosophical study of causality.

12See Section 4.5
13Aristotle is often credited with both the first theory of causality [37, 38] and an early version of the scientific method [39] (along with other ancient Greek philosophers [31]). Aristotle’s death was in 322 BCE [41].
14These two notions may seem at odds. If s is a causality study, then, given the description, it may belong to either the set of foundational studies, S, or the set of data studies, D; i.e., s ∈ S or s ∈ D. If F ∩ D ≠ ∅, then ∃s such that s ∈ F and s ∈ D. If F ∩ D = ∅, then F = Dc, where Dc is the complement of D, i.e., foundational studies are those studies that are not data studies, then ∃s such that s ∈ Dc and s ∈ D. This notion may seem nonsensical when presented in this set notation, but is common in practice due to the large variety of things that may be described as s. For example, a single study s may include the introduction a completely new definition of “causality” and present several examples using empirical data to motivate the veracity of the definition. See the work of Illari et al. for an exploration of these ideas [5, 11].
albeit with a more practical, goal-oriented outlook (see, e.g., [49, 50]). A detailed introduction to legal causality can be found in [5].

3.1.1 Philosophical studies

Aristotle developed a theory of causality that involved four types of causes, the material cause, the formal cause, the efficient cause, and the final cause [37, 58, 16, 47]. These ideas were refined by many philosophers, including Locke [51] and Decartes [52] in the 17th century and Kant [53] and Hume [54] in the 18th century. Hume’s contribution to the philosophical discussion of causality is often considered among the greatest [16, 47, 15, 5], although disagreements with many of the fundamental postulates of Hume led to the relatively recent development of probabilistic causality by authors such as Suppes [32] and Good [33]. The basic notions of probabilistic causality have found favor among many data causality authors (see, e.g., [47, 5, 31]). Mill is often credited with developing the philosophical groundwork for drawing causal inferences from experiments [55] in the 19th century.

A reoccurring theme in philosophical studies of causality is the question of whether or not causality is (or should be) a part of reality (for some definition of “reality”) [47, 5]. Many philosophers argue against causality as something that can be comprehended by human minds, including Plato in approximately 360 BCE [56], Spinoza in the 17th century [57], and Pearson in the 19th century [58]. Some philosophers have questioned the wisdom of making causality a requirement of reality, including Russel in the 20th century [20, 21]. The wide variety of different philosophical thoughts on causality has led some authors to question whether such questions can have answers at all (see, e.g., [16, 11, 59]).

3.1.2 Natural science studies

Causality, defined as cause must precede effect, is often considered a fundamental part of physics and other natural sciences [12, 13]. Many studies of causality in physics seek answers to questions regarding this so-called law of causality, including can the law be violated?, can the law be derived from more fundamental notions of, e.g., information?, is the law universally applicable?, etc. These ideas are often framed in discussions of specific concepts and theories, including quantum interpretations (see, e.g., [60, 61, 62]), quantum irreversibility (see, e.g., [63]), quantum information (see, e.g., [64, 65]), astrophysics (see, e.g., [66, 67]), and relativity (see, e.g., [68, 69, 70]). Physicists in particular often study the relationship between causality and time (see, e.g., [71, 72, 73, 74]).

Foundational causality studies are an active part of modern physics. Causal set theory, which relies on causality as a fundamental principle, has been proposed as a potentially fruitful approach to quantum gravity studies (see, e.g., [75, 76]). Closed timelike curves [77] have been used to make advances in quantum computational complexity [78] and may potentially limit the applicability of causality as a law of Nature (see, e.g., [79, 80]). There are even proposed quantum experiments to test “retrocausal” signaling [81]. However, some prominent physicists have argued, similar to Pearson’s argument in statistics [58], that causal notions should not be a part of physics nor a concern of physicists [82]. Mach states, in his 1919 textbook The Science of Mechanics,

“In speaking of cause and effect we arbitrarily give relief to those elements to whose connection we have to attend in the reproduction of a fact in the respect in which it is important to us. There is no cause and effect in nature; nature has but an individual existence; nature simply is. Recurrences of like cases in which \( A \) is always connected with \( B \), that is, like results under like circumstances, that is again, the essence of the connection of cause and effect, exist but in the abstraction which we perform for the purpose of mentally reproducing the facts.” [83]

Bunge provides a critical examination of Mach’s proposal that causality is nothing more than functional dependence in [13].

3.1.3 Psychological (and other social science) studies

In an overview of causality in psychological studies, White states “psychology is concerned with how people understand and perceive causation, make causal inferences and attributions, and so forth.” [84]. Psychologists are often concerned with how human reason causally (see, e.g., [85, 86, 87, 88, 89]). Psychologists have developed theories, e.g., power PC theory, “a causal power theory of the probabilistic contrast model” [90], to explain how a reasoner may become convinced that something causes something else [15]. Developmental psychology has sought to determine the minimum age at which a human may perceive causal relationships (see, e.g., [91, 92, 93]), and others have tried to determine if certain psychological illnesses may be linked to causal perceptions; e.g., are individuals who consistently perceive themselves to be the cause of some

---

15 Causal reasoning has also been studied in other species (see, e.g., [85, 86]).

16 Probabilistic contrast (or probability contrast) is related to the causal penchant. See Section 4.5.
“bad” effect more likely to be depressed? (see, e.g., [94]). There has also been work to determine if perceptions of causality are related to cultural backgrounds (see, e.g., [95, 96]). A review of modern psychology studies of causal inference may be found in [97].

3.2 Data causality

Data causality focuses on determining the effects of given causes, or the causes of given effects, using data that represents measurements (of some kind) on a given system of interest. It is a fundamental part of science [1]. Rubin et al. have pointed out that most applications of statistics are concerned with questions of causality [9], and Winship et al. have argued that causality concerns are the motivation of much of the research that is conducted in the social sciences [10]. Data is primarily collected from one of two types of studies, experimental or observational [10]. Experimental studies are those studies in which the researcher directly intervenes into the system dynamics to change some aspect of the system, and observational studies are those studies in which such direct intervention by the researcher is not possible [10] [9] [15]. Many authors consider experimental studies to be the only way to truly determine causality in a system (see, e.g., [10] [9]). A researcher, however, may not be able to perform experiments on a given system for some reason, including ethical concerns (e.g., in medical studies) or technology limitations (e.g., in astrophysical studies). Thus, many data causality techniques were motivated by the researcher’s potential restriction to only observational data [15] [10] [9].

Data causality tools encompass many different tools and techniques, including both experimental design (i.e., prior to data collection) and data analysis (i.e., post data collection). There is no clean taxonomy of these tools, so the following three categories are characterized primarily by the type of data being collected and/or analyzed. The first category, statistical causality, includes the most commonly used data causality methods, such as randomized trials. The second category, computational causality, includes computational approaches to large, usually observational, data sets. And, the third category, time series causality, includes techniques that rely on not only the collected data but also the timestamps of those data. Times series causality is, as mentioned in Section 2.2, the focus of this work.

Physics includes both experimental and observational data collection but is often more associated with foundational causality studies rather than data causality studies [13, 12, 74]. Data causality is, however, a large part of physics. Many of the time series causality tools discussed in this work were developed by physicists seeking solutions to questions of physical causality, including information-theoretic causality (see Section 4.2) and state space reconstruction causality (see Section 4.3). Physics is mentioned here to illustrate that despite the seemingly field-specific language used by many authors (e.g., “treatment” and “control”), data causality is a concern for many different scientific disciplines.

3.2.1 Statistical causality

Fisher outlined his views on what he called “the arts of experimental design” and “the valid interpretation of experimental results” in his influential book The Design of Experiments [3]. He introduced the notions of a null hypothesis, significance testing, and randomized trials. On the latter, he concludes “It is apparent, therefore, that the random choice of the objects to be treated in different ways would be a complete guarantee of the validity of the test of significance, if these treatment were the last in time of the stages in the physical history of the objects which might affect their experimental reaction.” [3]. Fisher’s “randomized trials” design of an experiment is considered by many to be the only way to accurately draw causal inferences from experimental data [9] [10], although some authors disagree [15]. Fisher recognized that randomized trials would not always be possible in practice [3], and work was done by other authors to determine when (and how) causal inferences could be drawn from non-randomized trials. A detailed review of this work is in [10].

One of the most commonly used data causality approaches is the counterfactual or potential outcome approach. The label counterfactual has origins in philosophical studies of causality and is used to refer to outcomes of a cause that may presumably have occurred but did not [9]. All such outcomes (both those that did and those that did not occur) are called potential outcomes, and unobserved potential outcomes are called counterfactual [10]. In the potential outcome framework, each unit in the system may be exposed to one of two potential causes, the “treatment” $t$ or the “control” $c$. The effect of that cause is given by some response variable $Y$ acting on a given unit, i.e., $Y_t(u)$ is the effect of the treatment and $Y_c(u)$ is the effect of the control $c$. The “causal effect of $t$ (relative to $c$) on $u$ (as measured by $Y$)” [10] is

$$Y_t(u) - Y_c(u).$$

(1)

The issue facing an analyst, however, is that Eqn. 1 can never be measured for some systems. Holland refers to this as the Fundamental Problem of Causal Inference, i.e.,

**Definition 3.1.** Fundamental Problem of Causal Inference

*It is impossible to observe the value of $Y_t(u)$ and $Y_c(u)$ on the same unit and, therefore, it is impossible to observe the effect of $t$ on $u$. [10] (emphasis in original)*
Holland posits two possible solutions to the fundamental problem of causal inference, the scientific solution and the statistical solution [16]. The scientific solution is the approach used in most experimental physics studies, i.e., if \( Y_{(t,c)}(u_i, \tau_m) \) is the response variable \( Y \) (treatment or control) measured on unit \( u_i \) at time \( \tau_m \), then assume \( Y_{(t,c)}(u_i, \tau_m) = Y_{(t,c)}(u_i, \tau_m) \forall \tau_m, \tau_n \) and/or assume \( Y_{(t,c)}(u_i, \tau_m) = Y_{(t,c)}(u_j, \tau_m) \forall u_i, u_j \). Holland refers to the former as a temporal stability assumption (along with a “causal transience” assumption whereby it is assumed that the measurement at time \( \tau_n \) does not affect measurements made at some time \( \tau_m > \tau_n \)) and the latter as a homogeneity assumption, but he points out that, in principle, neither assumption can be verified\(^17\) [16]. The statistical solution is to define an average causal effect, \( T \), as

\[
T = E(Y_t - Y_c) = E(Y_t) - E(Y_c)
\]

where \( E(\cdot) \) is the expectation value\(^16\) [10] [9]. Eqn. 2 is often considered the great success of the potential outcome approach to data causality because, as Holland states, Eqn. 2 “reveals that information on different units that can be observed can be used to gain knowledge about \( T^* \)” [16] (emphasis in original); i.e., causal inferences may be drawn from data despite the fundamental problem of causal inference.

Rubin is often credited with originally developing the potential outcome approach to data causality in [98] (see, e.g., [16] [10]), although Rubin himself, in [99], has claimed that the potential outcome framework was implicit in the early work of Fisher [3] and Neyman [100]. Many authors have contributed to the field since the work of Rubin; detailed overviews of the potential outcome approach as an approach to data causality can be found in [10] [9], and an introduction to the philosophical framework of the approach can be found in [5].

The potential outcome approach, as outlined by Rubin and Holland [98] [16], has been criticized as a tool for causal inference, despite its apparently successful application to many problems in the social sciences [10] [9]. Dawid, in particular, has criticized the model as unnecessarily metaphysical, stating “…the counterfactual approach to causal inference is essentially metaphysical, and full of temptations to make ‘inferences’ that cannot be justified on the basis of empirical data and are thus unscientific.”\(^101\). Dawid states directly “There are many problems where workers who have grown familiar and comfortable with counterfactual modeling and analysis evidently consider that it forms the only satisfactory basis for causal inference. However, I have not as yet encountered any use of counterfactual models for inference about the effects of causes that is not either (a) a goat, delivering misleading inferences of no empirical content, or (b) interpretable, or readily reinterpretable, in noncounterfactual terms.”\(^101\) (emphasis in original)\(^105\). Granger has also criticized the potential outcome approach for relying on an identification of “treatment” and “control” responses, which is often not possible in practice, and has labeled the approach as “cross-sectional causation” that cannot be applied to many important causal questions (particularly those regarding time series data) [103].

Dawid has introduced a decision-theoretic approach to data causality in contrast to the counterfactual approach [104] [101]. The decision-theoretic approach has been introduced using a similar framework, i.e., influence diagrams, to the directed acyclic graph (DAG) approach (which is discussed in the computational causality subsection) [101], but Dawid maintains that the decision-theoretic approach is distinct (and superior) to both the DAG and potential outcome (or counterfactual) approaches [105] [106]. Dawid extends the potential outcome approach by introducing marginal distributions \( P_t \) and \( P_c \) to represent the uncertainty in the response \( Y \) (conditional on \( t \) or \( c \)) and a loss function \( L(\cdot) \) to represent the consequence (or cost) of the decision to either apply the treatment \( t \) or the cost \( c \) to a unit \( u \) [101] [107].

Marked point processes have also been introduced as a method for drawing causal inferences from longitudinal studies [108] [109]. A set of causal events \( C_r \) with \( r = 1, 2, …, k \) is described by a pair of random variables \((T_n, X_n)\) where \( T_n \) are the ordered time variables obeying \( 0 \leq T_1 \leq T_2 \leq … \) and \( X_n \) are the “marks” that “describe” the causal events occurring at \( T_n \) [110]. The set of pairs \( \{(T_n, X_n) \mid n \geq 1\} \) is known as a marked point process [110]. The marked points prior to some time \( t \) define a history process \( H_t = \{(T_n, X_n) \mid T_n \leq t\} \), which may be used to define a prediction process to draw inferences regarding causal relationships within data sets. Marked point processes are used to draw causal inferences from data by modeling causal chains, which is similar to the directed acyclic graph approach of Pearl [15]. A concise introduction to causality studies using marked point processes can be found in [110].

3.2.2 Computational causality

Illari et al. remark in [111] that the 1980s saw a “revolution” in causality studies “stemming from interest amongst computer scientists and statisticians in probabilistic and graphical methods for reasoning with causal relationships.” In 1997, identifying causal structure in data networks was identified as a major goal of machine learning [111]. Causal inference has, for some authors, become a computational data analysis problem (see, e.g., [15]). The research effort has

\(^{17}\) “By careful work he may convince himself and others that this assumption is right, but he can never be absolutely certain.” [16]

\(^{18}\) By careful work he may convince himself and others that this assumption is right, but he can never be absolutely certain.” [16]
become so popular in recent years that in 2011 a “virtual lab” was built for the express purpose of testing causal discovery algorithms [12].

Causal inference with structural equation modeling (SEM) relies on potential causal models fit to data and given causal interpretations [113, 114, 18, 115]. The method is similar to causal interpretation of regressions, which has been criticized by proponents of the potential outcome approach (see, e.g., [19]). Proponents of SEM, however, argue the methods are distinct from older regression techniques (see, e.g., [18]). Consider two data sets interpretations [113, 114, 18, 115]. The method is similar to causal interpretation of regressions, which has been criticized algorithms [112].
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The first SEM is for the causal relationship $M \rightarrow N$, and modeling the associated causal relationship of this data pair, $N \rightarrow M$, requires a separate SEM in this framework, e.g.,

$$n_i = \gamma + \beta_{nm} m_i + \vartheta_i .$$

The ambiguity of the equals sign (i.e., “=” in SEM has been argued to be one of the primary sources of confusion for analysts using the method, and proposals have been made to instead use assignment operators (i.e., “:=”) [114] or associated “path diagrams” (i.e., directed acyclic graphs) [115].

Bollen and Pearl provide an overview of many common criticisms (along with responses) of SEM [18]. The philosophical framework of using SEM for causal inference has also been criticized in the literature (see, e.g., [115, 117]). There have also been criticisms regarding the causal interpretations of SEM in particular (see, e.g., [118, 119]). It has been shown SEM and the potential outcome approach are equivalent [18, 13, 10], although it has been argued that the potential outcome approach is more formal (see a summary of the argument in [18]), but that an SEM may be seen as a “formula for computing the potential outcomes” [120].

Graphical models are a part of many statistical fields, particularly statistical physics [121]. Path analysis has been a part of statistics since the early work of Wright [122]. Eerola notes in [110] that the practice actually began before Wright with the work of Yule in 1903 [123]. Directed acyclic graphs (DAGs; also called path diagrams or causal graphs) were originally an aid for causal inference with SEM [120]. The formal theory of DAGs was developed as part of machine learning efforts to model probabilistic reasoning, e.g., using Bayesian nets [124]. An example of a DAG for a system containing three variables $A$, $B$, and $C$ might be

$$A \rightarrow B \rightarrow C$$

or

$$A \rightarrow B \leftarrow C ,$$

where $\rightarrow$ and $\leftarrow$ represent general causal relations. Formally, a DAG obeys three conditions, the “causal Markov” condition, the “causal minimality” condition, and the faithfulness condition [124, 15]. It may be assumed that $A$ and $C$ are independent in the second DAG, which is written as $A \perp \perp C$. The Markov condition states $A$ and $C$ are also independent in the first DAG given (or “conditional on”) the presence of $B$, i.e., $A \perp \perp C | B$ [124]. The minimality condition states that any proper subgraph (e.g., removing one of the directed edges, i.e., deleting an arrow) of the DAG containing the same vertex set will obey the Markov condition [124, 125]. The faithfulness condition states that all probabilistic independences within the model set of variables (e.g., $\{A, B, C\}$ in the example DAGs above) are required by the Markov condition [124, 15, 125]. These conditions are the framework by which a DAG models probabilistically causal relationships among variables [15].

SEM and DAG approaches to computational causality have been combined, along with counterfactuals, in the Structural Causal Model (SCM) proposed by Pearl [15, 126]. Pearl lists the goals of SCM as (in [126])

1. “The unification of the graphical, potential outcome, structural equations, decision analytical [104], interventional [127], sufficient component [128] and probabilistic [32] approaches to causation; with each approach viewed as a restricted version of the SCM.”

2. “The definition, axiomatization and algorithmization of counterfactuals and joint probabilities of counterfactuals.”

3. “Reducing the evaluation of effects of causes, mediated effects, and causes of effects to an algorithmic level of analysis.”
4. “Solidifying the mathematical foundations of the potential-outcome model, and formulating the counterfactual foundations of structural equation models.”

5. “Demystifying enigmatic notions such as confounding, mediation, ignorability, comparability, exchangeability (of populations), superexogeneity and others within a single and familiar conceptual framework.”

6. “Weeding out myths and misconceptions from outdated traditions [129][130][131][132][133][134].”

Introductions to SCM may be found in [126][15]. Pearl emphasizes that SCM pays special attention to confounding (through the “back-door criteria” for DAGs) and relies on non-parametric (i.e., in general, non-linear) SEMs to study counterfactuals, rather than the more traditional linear SEM [126]. Criticisms of SCM include arguments over the types of causes being explored with the approach and discussion of counterexamples for which SCM fails (see, e.g., [116][135][136]).

Kleinberg has proposed a logical approach to data causality whereby causes are formulated using probabilistic computation tree logic (PCTL) [35][137][31]. A potential cause $c$ is identified in this framework as a PCTL formula obeying the following three conditions, $c$ has some finite probability of occurring, the probability of the effect $e$ is less than some value $p$, and there is a logical path from $c$ to $e$ that may occur with a probability greater than or equal to $p$ within a finite amount of time (paraphrased from [137]). The causal significance $\varepsilon_{avg}$ is defined as

$$
\varepsilon_{avg}(c,e) = \sum_{x \in X \setminus c} \frac{P(e|c \land x) - P(e|\neg c \land x)}{|X \setminus c|},
$$

where $X$ is the set of all potential causes of $e$ [137][35]. $P(a)$ is the probability of $a$, $A \land B$ is the intersection of $A$ and $B$, and $A \setminus B$ is the set $A$ minus the set $B$, i.e., $A \setminus B = \{x | x \in A \text{ and } x \notin B\}$. The logic used to define the cause and effect relationships is temporal, so there are time windows associated with each term of the sum in Eqn. 8. A cause $c$ is an $\varepsilon$-significant cause of $e$ if $|\varepsilon_{avg}| \not\equiv \varepsilon$ for some significance level $\varepsilon$ [137]. A full introduction to this approach can be found in [31], which also includes discussions of algorithmically finding $\varepsilon$-significant causes in large data sets and appropriately determining $\varepsilon$ for the given data (i.e., determining what significance level $\varepsilon$ may lead to useful causal inference).

3.2.3 Time series causality

Time series causality studies are data causality studies using time series data. Time series data are common to many research fields [138][139], although many authors have argued that causal inferences should not be drawn from such data [19]. The rest of this work is dedicated to times series causality studies, specifically times series causality tools used in the exploratory causal analysis of bi-variate time series data.

4 Time series causality tools

There are many time series causality tools. Attempting to catalog them all would be laborious, if it could be done at all, and would yield this work out-of-date before it is ever printed. Most popular time series tools, however, appear to fall into one of five broad categories, Granger causality, information-theoretic causality, state space reconstruction causality, correlation causality, or penchant causality. These categories are defined by both the theoretical and computational differences between them, though there may be substantial theoretical, computational, and especially motivational similarities between them. Each category contains several different specific time series causality tools, and each category has critics and proponents, as described in the individual sections below. The main idea behind the exploratory causal analysis posited in this work is that tools from each of these categories are complementary to each other and can (and should) be used in concert during the analysis process.

The Granger causality tool category contains model-based tools. No other tool category relies on models of the time series data for causal inference. Granger’s original motivation, as explained in Section 4.1, was independent any model considerations, including linearity and stationarity. However, Granger’s insistence on a “operational definition” of causality [24] led to comparisons of potential forecast models for the data being investigated. The original operational definition proposed by Granger has been extended to include a wide variety of modeling frameworks, including linear, nonlinear, stationary, non-stationary, and computational methods [20], available in many open-source software packages (see, e.g., [140][141][142][143][144][145]). In this work, any time series causality tool that involves models of the data is considered to belong to the Granger causality tool category. For example, both directed transfer function [146] and partial directed coherence [137] are considered tools that fall into this category.

19 See Section 2.2 for a discussion of this point.
20 See Section 4.4.
The information-theoretic causality tool category contains tools that rely on information theory concepts for causal inferences\textsuperscript{23} i.e., all the tools in this category use entropies of some kind to quantify the information in the data \textsuperscript{[138]}. Times series causality tools from this category are often lauded for the use of rigorous definitions of information and uncertainty (see, e.g., \textsuperscript{[148]}) but are often computationally difficult and expensive to calculate on empirical data (see, e.g., \textsuperscript{[149]}). There are many open source software packages available to calculate transfer entropy (see, e.g., \textsuperscript{[150]–[152] \textsuperscript{[153]} \textsuperscript{[154]} \textsuperscript{[155]} \textsuperscript{[156]} \textsuperscript{[157]}}).

The state space reconstruction causality tool category contains tools that rely on state space reconstructions of the times series data \textsuperscript{154 \textsuperscript{138} \textsuperscript{155}} for causal inference\textsuperscript{24}. The state space reconstruction involves delay vector embedding that is often used in nonlinear and chaotic times series analysis (see, e.g., \textsuperscript{156 \textsuperscript{157}}). The individual tools themselves, however, often differ significantly in the way embeddings are used for causal inferences (see Section 4.3). Embedding dimension and delay vector lag values must be set for each of the tools in this category, and this task can be difficult for empirical data (see, e.g., \textsuperscript{158 \textsuperscript{159} \textsuperscript{160} \textsuperscript{161}}). There is at least one open source software package for convergent cross mapping \textsuperscript{[162]}. The correlation causality tool category contains tools that directly use correlation (or coherence) between the times series data for causal inference\textsuperscript{25}. This category includes tools that rely on various signal processing techniques (e.g., whitening \textsuperscript{163 \textsuperscript{139}} or Fourier transforms \textsuperscript{139}) applied to the data before correlation calculations are used for causal inference, which may make this category appear to overlap with other categories. Even though convergent cross mapping involves a correlation calculation, the tool is considered part of the state space reconstruction category because the causal inference is posited to be impossible without the state space reconstruction. In practice, the tools in this category are all variants of lagged cross-correlations calculated in either the time or frequency domain.

The penchant causality tool category contains tools that draw causal inference from counting and comparing features between time series data sets\textsuperscript{26}. Pendent causality and information-theoretic causality tools both must estimate probabilities from the data, which is not required for any of the other tool categories. Pendent causality tools, however, do not use information-theoretic concepts for causal inferences. The tools in this category rely only on identifying features in the time series pair that might be considered cause-effect pairs and then counting those pairs to estimate the associated probabilities. In this work, kernel density estimation \textsuperscript{[149]} (and other methods for estimating probabilities from empirical data) will only be used with information-theoretic causality tools, not penchant causality tools. Instead, tolerance domains will be used with penchant causality tools to provide probability estimation methods unrelated to those used by the information-theoretic tools and to help ensure the exploratory causal analysis uses a time series causality tool set that is not unnecessarily homogeneous in calculation techniques. All the software used in this work is, however, available online\textsuperscript{27}.

4.1 Granger causality

Clive Granger made the following comment in his 2003 Nobel prize acceptance speech: “... causality has just two components:

1. The cause occurs before the effect; and

2. The cause contains information about the effect that is unique, and is in no other variable.

A consequence of these statements is that the causal variable can help forecast the effect variable after other data has first been used. ...” (emphasis in original) \textsuperscript{[7]}. This statement reflects the motivation behind Granger causality, which is perhaps the best known and most widely used time series causality tool. The precedent cause is common to all time series causality tools, as they are being considered in this work. Granger does not provide formal definitions of “information”, in contrast to the information-theoretic measures, but the the second item in the quote may also be considered common to most time series causality tools. However, Granger’s “consequence of these statements” is the formulation of a tool based on forecasting models, which is unique among the time series causality tools discussed in this work.

4.1.1 Background

Consider a discrete universe with two time series $X = \{X_t \mid t = 1, \ldots, n\}$ and $Y = \{Y_t \mid t = 1, \ldots, n\}$, where $t = n$ is considered the present\textsuperscript{28} time. All knowledge available in the universe at all times $t \leq n$ will be denoted as $\Omega_n$. Granger

\textsuperscript{21}See Section 1.2
\textsuperscript{22}See Section 1.3
\textsuperscript{23}See Section 4.1
\textsuperscript{24}See Section 4.5
\textsuperscript{25}See Section 4.5
\textsuperscript{26}http://github.com/jmmccracken
\textsuperscript{27}The phrase “present” is used here to represent “now”; i.e., the time that separates what is considered to be the past from what is considered to be the future. These definitions are not meant to be formal in the physical sense (e.g., as a hyperplane in space-time). Rather, the language here is meant to be notional, as Granger originally used them \textsuperscript{[8]}. 14
introduces the following two axioms, which he assumes always hold [6] (Axioms A and B, Ibid.),

Axiom 4.1. The past and present may cause the future, but the future cannot cause the past.

Axiom 4.2. \( \Omega_n \) contains no redundant information, so that if some variable \( Z \) is functionally related to one or more other variables, in a deterministic fashion, then \( Z \) should be excluded from \( \Omega_n \).

Given this framework, Granger introduces the following definition: Given some set \( A \), \( Y \) causes \( X \) if

\[
P(X_{n+1} \in A|\Omega_n) \neq P(X_{n+1} \in A|\Omega_n - Y)
\]

where \( \Omega_n - Y \) is defined as all the knowledge available in the universe except \( Y \); i.e., \( Y \) causes \( X \) if the probability that a future value of the series \( X \) is in some set \( A \) is different depending on whether or not all the knowledge in the universe up to the present is given or only that knowledge which is not in \( Y \) is given. Intuitively, this difference in probability implies knowledge of \( Y \) provides some knowledge of \( X \). Granger’s original motivation was to take this definition and develop a practical, operational definition [6, 25, 24, 164].

The operational definition of Granger causality centers on building forecast models for the time series. For example, consider two autoregressive models for \( f_1(X) \) and \( f_2(X) \), one of which, \( f_2 \), is multivariate; i.e.,

\[
f_1(X) = \left\{ X_t = \sum_{i=1}^{n} a_i X_{t-i} + \varepsilon_t \right\}
\]

\[
f_2(X) = \left\{ X_t = \sum_{i=1}^{n} b_i X_{t-i} + \sum_{j=1}^{n} c_j Y_{t-j} + \nu_t \right\}
\]

where \( \varepsilon, \nu \) are uncorrelated, Gaussian noise terms and \( a, b, \) and \( c \) are the model coefficients. If \( \sigma^2(f_2(X)) < \sigma^2(f_1(X)) \), where \( \sigma^2(Z) \) is the variance of the forecast errors for \( Z \), then \( Y \) “Granger causes” \( X \); i.e., if a better prediction of \( X \) can be made with \( Y \) rather than without it, then \( Y \) causes \( X \) in Granger’s framework [27]. This operational definition corresponds Granger’s original formulation of causality [24, 25], as Granger points out in [6]. Often, however, vector autoregressive models are used in practice, in conjunction with statistical tests (see, e.g., [165, 166]).

Consider a vector autoregressive (VAR) model for the system of \( X \) and \( Y \),

\[
\begin{pmatrix}
X_t \\
Y_t
\end{pmatrix} = \sum_{i=1}^{n} \begin{pmatrix}
A_{xx}^i & A_{xy}^i \\
A_{yx}^i & A_{yy}^i
\end{pmatrix} \begin{pmatrix}
X_{t-i} \\
Y_{t-i}
\end{pmatrix} + \begin{pmatrix}
\varepsilon_{x,t} \\
\varepsilon_{y,t}
\end{pmatrix}
\]

where \( \varepsilon_{x,y} \) are, again, uncorrelated noise terms. Suppose the coefficient matrix \( A \) is found such that this model is optimal in some sense, e.g., the forecast error is minimized. If this model is the best fit possible for the system of \( X \) and \( Y \), then \( Y \) Granger causes \( X \) only if \( A_{xy}^i \neq 0 \) \( \forall \) \( i \) and \( X \) Granger causes \( Y \) only if \( A_{yx}^i \neq 0 \) \( \forall \) \( i \). A statistical test can then be formulated under the null hypothesis for non-causality, i.e., \( Y \) does not Granger cause \( X \) or vice versa, if \( A_{xy}^i = 0 \) or \( A_{yx}^i = 0 \). For example, Toda et al. outline the creation of several different statistics, including a Wald statistic, to test for Granger non-causality [167].

4.1.2 Practical Usage

Consider a time series pair \( \{X, Y\} \) with

\[
X = \{X_t | t = 1, 2, \ldots, 10\}
\]

\[
= \{0, 0, 1, 0, 0, 1, 0, 0, 1\}
\]

\[
Y = \{Y_t | t = 1, 2, \ldots, 10\}
\]

\[
= \{0, 0, 0, 1, 0, 0, 1, 0, 0, 1\}.
\]

The time series \( Y \) is described by \( Y_t = X_{t-1} \) with the initial condition \( Y_{t=1} = X_{t=1} = 0 \). It follows that, intuitively, \( X \rightarrow Y \). A model for this system can be written down, given the aforementioned initial condition, as

\[
\begin{pmatrix}
X_t \\
Y_t
\end{pmatrix} = \begin{pmatrix}
B_t & 0 \\
1 & 0
\end{pmatrix} \begin{pmatrix}
X_{t-1} \\
Y_{t-1}
\end{pmatrix} + \begin{pmatrix}
C_t \\
0
\end{pmatrix}
\]

Granger also notes the following third axiom All causal relationships remain constant in direction throughout time (Axiom C [6]), but this axiom is more relevant to drawing causal conclusions in the larger system from which \( X \) and \( Y \) have been measured. The goal of exploratory causal inference is, as described in Section 27 more limited in scope.
where \( B_t = C_t = 0 \) \( \forall \ t \in \mathcal{T} \) and \( B_t = C_t = 1 \) \( \forall \ t \notin \mathcal{T} \) with \( \mathcal{T} = \{ t \mid t \mod 3 \neq 0 \} \). It follows that \( \mathbf{X} \) Granger causes \( \mathbf{Y} \) because \( A_{21}^{xy} \neq 0 \) \( \forall i \). The causal inference for this example is \( \mathbf{X} \to \mathbf{Y} \), as expected.

In practice, fitting VAR models to the empirical data is not as straightforward via inspection as the example shown in Eqn. 13. Often two different models,

\[
\begin{align*}
\begin{pmatrix} X_t \\ Y_t \end{pmatrix} & = \sum_{i=1}^{n} \begin{pmatrix} A_{xx,i}^{xy} & A_{xy,i}^{xy} \\ A_{yx,i}^{xy} & A_{yy,i}^{xy} \end{pmatrix} \begin{pmatrix} X_{t-i} \\ Y_{t-i} \end{pmatrix} + \begin{pmatrix} \varepsilon_{x,t} \\ \varepsilon_{y,t} \end{pmatrix} \\
\begin{pmatrix} X_t \\ Y_t \end{pmatrix} & = \sum_{i=1}^{n} \begin{pmatrix} A'_{xx,i} & 0 \\ 0 & A'_{yy,i} \end{pmatrix} \begin{pmatrix} X_{t-i} \\ Y_{t-i} \end{pmatrix} + \begin{pmatrix} \varepsilon'_{x,t} \\ \varepsilon'_{y,t} \end{pmatrix},
\end{align*}
\]

(which is identical to Eqn. 12) and

are fit to the data using well-known algorithms (see [143] for a discussion of such algorithms). These models can be compared using a null hypothesis that, e.g., \( A^{xy} = A^{yx} = \ldots = A_{xy,n} = 0 \) in Eqn. 14 which can be tested using different test statistics [143] [167]. It has been argued that the log-likelihood statistic

\[
F_{Y \to X} = \ln \frac{\Sigma'_{xx}}{\Sigma_{xx}},
\]

where \( \Sigma'_{xx} = \text{cov}(\varepsilon'_{x,t}) \) is the covariance of the \( \mathbf{X} \) model residuals for Eqn. 15 and \( \Sigma_{xx} = \text{cov}(\varepsilon_{x,t}) \) is the covariance of the \( \mathbf{X} \) model residuals for Eqn. 14 is the most appropriate Granger causality test statistic because of various formal mathematical properties and an information theoretic interpretation in analogy with transfer entropy [143] [168].

The interpretation of the magnitude of the log-likelihood statistic in information theoretic terms (i.e., as information flow) allows the individual statistics to be compared. As Barnett et al. point out [143], Granger causality statistics are often used only for hypothesis testing. However, the primary question of bivariate exploratory causal analysis is which time series may be seen as the stronger driver, and such a question may be difficult to address using traditional Granger causality testing. For example, consider a scenario in which the null hypothesis, \( N_{XY} \), “\( \mathbf{X} \) does not cause \( \mathbf{Y} \)” has been rejected at a significance level of 0.05 and the null hypothesis, \( N_{YX} \), “\( \mathbf{Y} \) does not cause \( \mathbf{X} \)” has also been rejected at a significance level of 0.05. What should the causal inference be? If \( N_{XY} \) is rejected at a lower significance level than \( N_{YX} \), e.g., \( 10^{-3} \) and 0.05, respectively, should the causal inference be \( \mathbf{Y} \to \mathbf{X} \) because there is “more confidence” that \( \mathbf{X} \) does not cause \( \mathbf{Y} \) than vice versa (i.e., \( N_{XY} \) is rejected at a lower significance level)? If the log-likelihood statistic is interpreted as an information flow, then the information flow between the time series can be compared²⁸. For example, if \( F_{X \to Y} - F_{Y \to X} > 0 \), then the causal inference is \( \mathbf{X} \to \mathbf{Y} \). See [143] for a discussion of interpreting the G-causality log-likelihood measure as a value with units (e.g., “bits”), as is done in this work, rather than just the test statistic of a hypothesis test.

Many of the theoretical criticisms of Granger causality can be levied on most of the other time series causality measures used in this work. For example, Granger emphasizes if \( \mathbf{X} \) Granger causes \( \mathbf{Y} \) then \( \mathbf{X} \) should only be considered a potential physical cause [24] [169], which is true of every measure used in this work. The inability of Granger causality to identify confounding in the system, the apparent equating of causality with predictability, and the complete dependence on observed data for causal inference are, likewise, not unique to this tool. These issues are discussed in Section 2.2.

A pair of perceived limitations of Granger causality, linearity and stationarity [170], have been addressed by extensions of the operational definitions described in Section 4.1.1. Eqn. 9 is not restricted by linearity or stationarity, but the operational definitions originally introduced by Granger relied on linear models for the times series under consideration. Nonlinear extensions have been introduced with a variety of techniques, including SSR techniques [171], radial basis functions [172], and assumptions of local linearity [173]. The use of Granger causality with non-stationary time series has also been explored in the literature (see, e.g., [174] [175] [176]). Computational approaches to Granger causality have also been studied as tools for both causal modeling [177] and causal inference in general [178] [179]. The Granger causality framework has also been extended to include spectral (e.g., Fourier transform) methods [180].

## 4.2 Information-theoretic causality

In 2000, Schreiber introduced transfer entropy as “an information theoretic measure ... that quantifies the statistical coherence between systems evolving in time.” [34] The quantity has become one of the primary tools of information-theoretic times series causality [148] [149], which focuses on using the quantities used in information theory (i.e., entropy and mutual information) for causal inference between times series data.

²⁸A similar approach will be used with the transfer entropy in Section 4.2.
4.2.1 Background

Consider a random variable $X$ that takes value $X_n$ with probability $p_n$ with $n = 1, 2, \ldots, N_X$. The probability distribution $P(X = X_n) = p_n \forall X_n$ has a discrete Shannon entropy, $H_X$ defined as

$$H_X = -\sum_{n=1}^{N_X} p_n \log_2 p_n,$$

(17)

where the logarithm base determines the entropy units, which, in this case, is “bits” [181, 34, 148, 149] and $\log_2 0 := 0$. The Shannon entropy was developed as a measure of “how uncertain we are of the outcome” $X = X_n$ [181]; i.e., if a transmitter sends a message to a receiver over some channel, where the message is modeled as the random variable $X$, then how much certainty does the receiver have in receiving the specific value $X = X_n$. If the transmitter only ever sends $X_n$, i.e., $P(X = X_n) = 1$, then the receiver is completely certain that $X = X_n$ and the Shannon entropy is zero [181].

The error made by incorrectly assuming $P(X = X_n) = q_n$ (rather than $p_n$) is the Kullback entropy [29]

$$K_X = \sum_{n=1}^{N_X} p_n \log_2 \frac{p_n}{q_n},$$

(18)

where, again, the base of the logarithm is due to the unit choice [183, 34, 148, 149]. Henceforth throughout this subsection, the logarithm base notation will be dropped and all logarithms should be assumed base 2 (i.e., everything is in units of bits) unless otherwise noted.

Consider a second random variable $Y$ that takes value $Y_m$ with probability $p_m$ with $m = 1, 2, \ldots, N_Y$. The joint entropy is defined as

$$H_{X,Y} = -\sum_{n=1}^{N_X} \sum_{m=1}^{N_Y} p_{n,m} \log p_{n,m},$$

(19)

where $p_{n,m}$ is the joint probability $P(X = X_n, Y = Y_m)$. If the two random variables are statistically independent, then $H_{X,Y} = H_X + H_Y$ [148], which is motivation for the introduction of the mutual information $I_{X,Y}$ as

$$I_{X,Y} = H_X + H_Y - H_{X,Y} = \sum_{n=1}^{N_X} \sum_{m=1}^{N_Y} p_{n,m} \log \frac{p_{n,m}}{p_n p_m},$$

(20)

where the last equality can also be seen as the Kullback entropy due to assuming $P(X = X_n, Y = Y_m) = p_n p_m$ [139]. The mutual information is symmetric with respect to $X$ and $Y$ and is, therefore, not much use as a time series causality tool. Time lags and conditional entropies, i.e., $H_{X|Y} = H_{X,Y} - H_Y$, can be used to make the mutual information non-symmetric, but such modifications are not easily interpreted in terms of information flow [34] (the assumption is that a flow of information from one time series to another may be indicative of a driving relationship).

Schreiber’s approach for using entropies to study dynamical structure of data was to focus on transitional probabilities in the system [54]. Suppose at time $t$, $X(t) = X_n$ with some probability $P(X(t) = X_n(t)) = p_n$. The additional temporal structure allows for more complicated questions such as “what is the uncertainty in the system?” Suppose at time $t$, $X(t) = X_n$. The mutual information is symmetric with respect to $Y$ and is, therefore, not much use as a time series causality tool. Time lags and conditional entropies, i.e., $H_{X|Y} = H_{X,Y} - H_Y$, can be used to make the mutual information non-symmetric, but such modifications are not easily interpreted in terms of information flow [34] (the assumption is that a flow of information from one time series to another may be indicative of a driving relationship).

Consider a random variable $X$ that takes value $X_n$ with probability $p_n$ with $n = 1, 2, \ldots, N_X$. The probability distribution $P(X = X_n) = p_n \forall X_n$ has a discrete Shannon entropy, $H_X$ defined as

$$H_X = -\sum_{n=1}^{N_X} p_n \log_2 p_n,$$

(17)

where the logarithm base determines the entropy units, which, in this case, is “bits” [181, 34, 148, 149] and $\log_2 0 := 0$. The Shannon entropy was developed as a measure of “how uncertain we are of the outcome” $X = X_n$ [181]; i.e., if a transmitter sends a message to a receiver over some channel, where the message is modeled as the random variable $X$, then how much certainty does the receiver have in receiving the specific value $X = X_n$. If the transmitter only ever sends $X_n$, i.e., $P(X = X_n) = 1$, then the receiver is completely certain that $X = X_n$ and the Shannon entropy is zero [181].

The error made by incorrectly assuming $P(X = X_n) = q_n$ (rather than $p_n$) is the Kullback entropy [29]

$$K_X = \sum_{n=1}^{N_X} p_n \log_2 \frac{p_n}{q_n},$$

(18)

where, again, the base of the logarithm is due to the unit choice [183, 34, 148, 149]. Henceforth throughout this subsection, the logarithm base notation will be dropped and all logarithms should be assumed base 2 (i.e., everything is in units of bits) unless otherwise noted.

Consider a second random variable $Y$ that takes value $Y_m$ with probability $p_m$ with $m = 1, 2, \ldots, N_Y$. The joint entropy is defined as

$$H_{X,Y} = -\sum_{n=1}^{N_X} \sum_{m=1}^{N_Y} p_{n,m} \log p_{n,m},$$

(19)

where $p_{n,m}$ is the joint probability $P(X = X_n, Y = Y_m)$. If the two random variables are statistically independent, then $H_{X,Y} = H_X + H_Y$ [148], which is motivation for the introduction of the mutual information $I_{X,Y}$ as

$$I_{X,Y} = H_X + H_Y - H_{X,Y} = \sum_{n=1}^{N_X} \sum_{m=1}^{N_Y} p_{n,m} \log \frac{p_{n,m}}{p_n p_m},$$

(20)

where the last equality can also be seen as the Kullback entropy due to assuming $P(X = X_n, Y = Y_m) = p_n p_m$ [139]. The mutual information is symmetric with respect to $X$ and $Y$ and is, therefore, not much use as a time series causality tool. Time lags and conditional entropies, i.e., $H_{X|Y} = H_{X,Y} - H_Y$, can be used to make the mutual information non-symmetric, but such modifications are not easily interpreted in terms of information flow [34] (the assumption is that a flow of information from one time series to another may be indicative of a driving relationship).

Schreiber’s approach for using entropies to study dynamical structure of data was to focus on transitional probabilities in the system [54]. Suppose at time $t$, $X(t) = X_n$ with some probability $P(X(t) = X_n(t)) = p_n$. The additional temporal structure allows for more complicated questions such as “what is the uncertainty in $X(t)$ given some value of $X(t-1)$?” The more basic question is how to define the transitional probabilities themselves, i.e., what is $P(X(t) = X_n|X(t-1) = X_{n-1}, X(t-2) = X_{n-2}, \ldots, X(0) = X_0) = p_{n|n-1,n-2,\ldots,0}$?

Assume $X(t)$ is governed by a Markov process; i.e., $p_{n|n-1,n-2,\ldots,0} = p_{n|n-1}$ [185]. The basic concept of transfer entropy is to measure the error made by assuming the Markov process generating $X$ does not depend at all on the second time series $Y$. This error is quantified, in analogy to the mutual information expression shown above, with the Kullback entropy as

$$T_{Y \rightarrow X} = \sum_{n=1}^{N_X} \sum_{m=1}^{N_Y} p_{n+1,n,m} \log \frac{p_{n+1|n,m}}{p_{n+1|n}},$$

(21)

where $p_{n+1,n,m} = P(X(t+1) = X_{n+1}, X(t) = X_n, Y(\tau) = Y_m)$ is the joint probability of $X$ at times $t$ and $t+1$ with $Y$ at time $\tau$, and the two conditional probabilities are $p_{n+1|n,m} = P(X(t+1) = X_{n+1}|X(t) = X_n, Y(\tau) = Y_m)$ and $p_{n+1|n} = P(X(t+1) = X_{n+1}|X(t) = X_n)$. Schreiber notes that the “most natural choices” for $\tau = t$ and $\tau = 0$ [54]. The quantity $T_{Y \rightarrow X}$ is called the transfer entropy. If $H_{X(t+1)|X(t)}$ is the conditional Shannon entropy at time $t+1$ given $t$, then the above expression can be rewritten as $T_{Y \rightarrow X} = H_{X(t+1)|X(t)} - H_{X(t+1)|x(t), Y(\tau)}$ [149]. Any pair of times series,

---

29This quantity is also known as the Kullback-Leibler divergence, relative entropy, and discrimination information, among others. Kullback noted in 1987 that this quantity could be found under nine different names in the literature [192].
Table 1: Conditional and joint probabilities of $\{X, Y\}$ in Section 4.2.2 (the shorthand notation $Z_t := Z(t)$ is used for convenience).

$X$ and $Y$, will have (at least) two transfer entropies, $T_{Y \rightarrow X}$ and $T_{X \rightarrow Y}$, which can be compared to determine the times series causality [31].

Transfer entropy is often considered just one part of an information-theoretic approach to time series causality [128], but it will be the primary information-theoretic time series causality tool used in this work.

### 4.2.2 Practical usage

Consider a time series pair $\{X, Y\}$ with

\[
X = \{X_t \mid t = 0, 1, \ldots, 9\} = \{0, 0, 1, 0, 0, 1, 0, 1, 0\}
\]

\[
Y = \{Y_t \mid t = 0, 1, \ldots, 9\} = \{0, 0, 0, 1, 0, 0, 1, 0, 0, 1\}
\]

where, for convenience, the notation is $Z_t := Z(t)$. This example system obeys the joint and conditional probabilities shown in Table 1. The causal intuition for this system is that $X$ drives $Y$. The transfer entropy pair for this example can be calculated using Eqn. 21 and Table 1 as

\[
T_{Y \rightarrow X} = \frac{1}{9} \log \left(\frac{1}{2}\right) + \frac{2}{9} \log (2) + \frac{1}{3} \log (1) + \frac{1}{3} \log \left(\frac{3}{2}\right) \approx 0.31 \tag{22}
\]

and

\[
T_{X \rightarrow Y} = \frac{4}{9} \log \left(\frac{7}{4}\right) + \frac{2}{9} \log (1) + \frac{1}{3} \log \left(\frac{7}{3}\right) \approx 0.77 \tag{23}
\]

The difference $T_{X \rightarrow Y} - T_{Y \rightarrow X} = 0.46$ is positive, which implies $X \rightarrow Y$ as expected.

It can be shown that the transfer entropy is equivalent to Granger causality (up to a factor of 2) if $X$ and $Y$ are jointly multivariate Gaussian (i.e., both variables follow normal (Gaussian) distributions individually and jointly) [108]. As Barnett et al. point out in their paper, this result provided "for the first time a unified framework for data-driven causal inference that bridges information-theoretic and autoregressive methods." The Gaussian restriction of the result implies the use of Granger causality and transfer entropy for exploratory causal analysis, in general, still depends on the...
data under consideration. Other authors have also explored the relationship between Granger causality and information-theoretic causality measures such as transfer entropy; e.g., see [185] [186].

Criticism of transfer entropy has centered on two major issues, the estimation of probabilities necessary for the calculation of transfer entropy in continuous processes [149] [187] and the inability of transfer entropy to quantify the strength of causal influences [188]. The latter is, as explained in Section 2.2, not a concern for times series causality as it has been defined in this work. The former is considered a more serious concern [189] but transfer entropy has been shown to agree with intuitive notions of driving in several different examples, including both linear and nonlinear dynamics, using many different estimation techniques [149, 189]. Data is often assumed to be drawn from discrete state processes, in which case probability estimations are not a concern [149]. Estimating probabilities from the data is not unique to information-theoretic causality tools. These issues are also present in the learning calculations described in Section 4.5. Possible issues involving probability estimations from the data will be addressed (following the philosophy outlined in Section 2.2) by not relying on transfer entropy alone to draw causal inferences and, if necessary, calculating the transfer entropy using different estimation techniques and comparing the results. Information flow has also been studied within a formal dynamical systems approach [190, 191, 192], which can lead to transfer entropy formulas that depend on fitting specific models to the data, rather than estimating the probabilities directly.

4.3 State space reconstruction causality

State space reconstruction techniques have been used extensively in nonlinear (e.g., see [193]) and chaotic (e.g., see [155]) times series analysis. State space reconstruction causality (SSRC) is closely related to simplex projection [194, 195], which was originally proposed for confirmatory, as opposed to exploratory, causal analysis (see, e.g., [196] [30]). SSRC will be the primary focus of this subsection. However, in practice, the primary SSRC tool used in the exploratory causal analysis described in this work will be pairwise asymmetric inference (PAI). It has been found that CCM may provide counter-intuitive causal inferences for simple dynamics with strong intuitive notions of causality, and the CCM causal inference can be a function of physical parameters that are seemingly unrelated to the existence of a driving relationship in the system. For example, a CCM causal inference might alternate between “voltage drives current” and “current drives voltage” as the frequency of the voltage signal is changed in a series circuit with a single resistor and inductor [36]. PAI is introduced to address both of these limitations.

4.3.1 Background

CCM uses points with the most similar histories to $X_t$ to estimate $Y_t$, where similar histories are defined as nearest neighbors on a shadow manifold. The CCM correlation is the squared Pearson correlation coefficient between the original time series $Y$ and an estimate of $Y$ made using its convergent cross-mapping with $X$, which is labeled as $Y|X$:

$$C_{YX} = \left(\rho(Y, Y|X)\right)^2 .$$

(24)

Any pair of times series, $X$ and $Y$, will have two CCM correlations, $C_{YX}$ and $C_{XY}$, which are compared to determine the time series causality. Sugihara et al. [30] define a difference of CCM correlations

$$\Delta = C_{YX} - C_{XY}$$

(25)

and use the sign of $\Delta$ (along with arguments of convergence) to determine the time series causality between $X$ and $Y$. If $X$ can be estimated using $Y$ better than $Y$ can be estimated using $X$ (e.g., if $\Delta < 0$), then $X$ drives $Y$.

An algorithm to find the CCM correlations may be written in terms of five steps:

1. Create the shadow manifold for $X$, called $\tilde{X}$. Given an embedding dimension $E$, the shadow manifold of $X$, labeled $\tilde{X}$, is created by associating an $E$-dimensional vector (also called a delay vector) to each point $X_t$ in $X$, i.e.,

$$\tilde{X}_t = (X_{t\tau}, X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-(E-1)\tau}) .$$

The first such vector is created at $t = 1 + (E - 1)\tau$ and the last is at $t = L$ where $L$ is the number of points in the time series (also called the library length).

---

30It is interesting to note that this concern seems to have first been raised by the author who originally introduced transfer entropy [149].

31For example, CCM has been used to draw conclusions regarding the “controversial sardine-anchovy-temperature” problem [30], confirm predictions of climate effects on sardines [197], compare the driving effects of precipitation, temperature, and solar radiation on the atmospheric CO2 growth rate [198], and to quantify cognitive control in developmental psychology [199]. The technique has also been presented as a useful tool in studying the causality of respiratory systems in insects [200].

32This definition differs slightly from the definition in [30], which uses the un-squared Pearson’s correlation coefficient.

33Sugihara et al. consider convergence to be critically important for determining times series causality, and note that it is “a key property that distinguishes causation from simple correlation” [30].
2. **Find the nearest neighbors to a point in the shadow manifold at time** \( t, \tilde{X}_t \) The minimum number of points required for a bounding simplex in an \( E \)-dimensional space is \( E + 1 \) \[194 \] \[195 \]. Thus, the set of \( E + 1 \) nearest neighbors must be found for each point on the shadow manifold, \( \tilde{X}_t \). For each \( \tilde{X}_t \), the nearest neighbor search results in a set of distances that are ordered by closeness \( \{d_1, d_2, \ldots, d_{E+1}\} \) and an associated set of times \( \{\hat{t}_1, \hat{t}_2, \ldots, \hat{t}_{E+1}\} \). The distances from \( \tilde{X}_t \) are

\[
d_i = D \left( \tilde{X}_t, \tilde{X}_{\hat{t}_i} \right),
\]

where \( D(\hat{a}, \hat{b}) \) is the Euclidean distance between vectors \( \hat{a} \) and \( \hat{b} \).

3. **Create weights using the nearest neighbors** Each of the \( E + 1 \) nearest neighbors\(^{34} \) are used to compute an associated weight. The weights are defined as

\[
w_i = \frac{u_i}{N},
\]

where \( u_i = e^{-d_i/d_1} \) and the normalization factor is \( N = \sum_{j=1}^{E+1} u_j \).

4. **Estimate \( Y \) using the weights** (this estimate is called \( Y|\tilde{X} \)) A point \( Y_t \) in \( Y \) is estimated using the weights calculated above. This estimate is

\[
Y_t|\tilde{X} = \sum_{i=1}^{E+1} w_i Y_{\hat{t}_i}.
\]

5. **Compute the correlation between \( Y \) and \( Y|\tilde{X} \)** The CCM correlation is defined as

\[
C_{YX} = \left[ \rho \left( Y, Y|\tilde{X} \right) \right]^2,
\]

where \( \rho(A, B) \) is the standard Pearson’s correlation coefficient between data sets \( A \) and \( B \).

The CCM algorithm depends on the embedding dimension \( E \) and the lag time step \( \tau \). A dependence on \( E \) and \( \tau \) is a feature of most state space reconstruction methods \[158 \] \[201 \] \[160 \]. Sugihara et al. mention that “optimal embedding dimensions” are found using univariate SSR \[30 \] (supplementary material), and other methods for determining \( E \) and \( \tau \) for SSR algorithms can be found in the literature (e.g., \[158 \] \[160 \] \[101 \]).

The CCM correlations shown above are not the only SSR correlations that can be tested. The time series \( X \) may also be estimated using a multivariate shadow manifold consisting of points from both \( X \) and \( Y \) \[197 \]. For example, an \( E + 1 \) dimensional point in the a multivariate shadow manifold constructed using both \( X \) and \( Y \) may be defined as \( \tilde{X}_t = (X_t, X_{t-\tau}, X_{t-2\tau}, \ldots, X_{-(E-1)\tau}, Y_t) \). An estimate of \( X \) using weights from a shadow manifold using this specific construction will be referred to as \( X(\tilde{X}) \) and the correlation between this estimate and the original time series will be labeled \( C_{X(\tilde{X})} \). A difference in CCM correlations similar to \( \Delta \) can be defined using the multivariate embedding. Consider \( \Delta' = C_{Y(\tilde{X})} - C_{X(\tilde{X})} \). This multivariate embedding extension of CCM is referred to as pairwise asymmetric inference (PAI). Comparisons between CCM and PAI can be found in \[30 \].

### 4.3.2 Practical usage

Consider a time series pair \( \{X, Y\} \) with

\[
X = \{X_t \mid t = 1, 2, \ldots, 10\} = \{0, 0, 1, 1, 0, 0, 0, 1, 0, 1\} \\
Y = \{Y_t \mid t = 1, 2, \ldots, 10\} = \{0, 0, 0, 1, 0, 0, 1, 0, 0, 1\}.
\]

This noiseless impulse-response system obeys \( Y_t = X_{t-1} \), leading to the intuitive causal relationship \( X \) drives \( Y \). The PAI shadow manifolds for these two signals can be written down using an embedding dimension \( E = 3 \) and a delay time step \( 34E + 1 \) is the minimum number of points needed for a bounding simplex in an \( E \)-dimensional space \[194 \].
\[ \tau = 1 \text{ as} \]

\[ \tilde{X} = \left\{ \tilde{X}_t \mid t = 3, 4, \ldots, 10 \right\} \]

\[ = \left\{ \begin{array}{c}
{1, 0, 0, 0}, \\
{0, 1, 0, 1}, \\
{0, 0, 1, 0}, \\
{1, 0, 0, 0}, \\
{0, 1, 0, 1}, \\
{0, 0, 1, 0}, \\
{1, 0, 0, 0}, \\
{0, 1, 0, 1} \end{array} \right\} \quad (30) \]

and

\[ \tilde{Y} = \left\{ \tilde{Y}_t \mid t = 3, 4, \ldots, 10 \right\} \]

\[ = \left\{ \begin{array}{c}
{0, 0, 0, 1}, \\
{1, 0, 0, 0}, \\
{0, 1, 0, 0}, \\
{0, 0, 1, 1}, \\
{1, 1, 0, 0}, \\
{0, 1, 0, 0}, \\
{0, 0, 1, 1}, \\
{1, 0, 0, 0} \end{array} \right\} \quad (31) \]

Let the Euclidean distances between a PAI shadow manifold vector and every other vector in the manifold be

\[ \{d^2_{t} \} = \left\{ D \left( \tilde{Z}_m, \tilde{Z}_t \right) \mid m \in [3, 10] \right\} \]

\[ = \left\{ \sqrt{(a_m - a_t)^2 + (b_m - b_t)^2 + (c_m - c_t)^2 + (d_m - d_t)^2} \mid m \in [3, 10] \right\}, \quad (34) \]

where \( \tilde{Z}_t = \{a_t, b_t, c_t, d_t\} \). The distances for the above shadow manifolds are

\[ \{d^X_{t} \} = \left\{ \begin{array}{c}
{0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}}, \\
{\sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0}, \\
{\sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}}, \\
{0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}}, \\
{\sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0}, \\
{\sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}}, \\
{0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}, \sqrt{2}, 0, \sqrt{3}}, \\
{\sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0} \end{array} \right\} \quad (36) \]

and

\[ \{d^Y_{t} \} = \left\{ \begin{array}{c}
{0, \sqrt{2}, \sqrt{2}, 1, \sqrt{2}, \sqrt{2}, 1, \sqrt{2}}, \\
{\sqrt{2}, 0, \sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}, 0}, \\
{\sqrt{2}, \sqrt{2}, 0, \sqrt{3}, 2, \sqrt{2}, 0, \sqrt{3} \sqrt{2}}, \\
{1, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}}, \\
{\sqrt{2}, 0, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}, 0, \sqrt{2}}, \\
{\sqrt{2}, \sqrt{2}, 0, \sqrt{3}, 2, \sqrt{2}, 0, \sqrt{3}, \sqrt{2}}, \\
{1, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}, \sqrt{3}, 0, \sqrt{3}}, \\
{\sqrt{2}, 0, \sqrt{2}, \sqrt{3}, 0, \sqrt{2}, \sqrt{3}, 0} \end{array} \right\}. \quad (37) \]
Let the pair \( \left( d_{ij,t}^Z, j \right) \) denote for each manifold vector \( \tilde{Z}_t \) the distance to \( \tilde{Z}_j \) and the time \( t = j \). The ordered distances, ignoring the self-distances, are then
\[
\{d_t^Y\}_o = \left\{ \begin{array}{c}
(0,6), (0,9), (\sqrt{2},8), (\sqrt{2},5), (\sqrt{3},4), (\sqrt{3},7), (\sqrt{3}, 10), \\
(0,7), (0,10), (\sqrt{3},3), (\sqrt{3},5), (\sqrt{3},6), (\sqrt{3},8), (\sqrt{3},9), \\
(0,8), (\sqrt{2},3), (\sqrt{2},6), (\sqrt{2},9), (\sqrt{3},4), (\sqrt{3},7), (\sqrt{3},10), \\
(0,3), (0,9), (\sqrt{2},5), (\sqrt{2},8), (\sqrt{3},4), (\sqrt{3},7), (\sqrt{3},10), \\
(0,4), (0,10), (\sqrt{3},3), (\sqrt{3},5), (\sqrt{3},6), (\sqrt{3},8), (\sqrt{3},9), \\
(0,5), (\sqrt{2},3), (\sqrt{2},6), (\sqrt{2},9), (\sqrt{3},4), (\sqrt{3},7), (\sqrt{3},10), \\
(0,3), (0,6), (\sqrt{2},5), (\sqrt{2},8), (\sqrt{3},4), (\sqrt{3},7), (\sqrt{3},10), \\
(0,4), (0,7), (\sqrt{3},3), (\sqrt{3},5), (\sqrt{3},6), (\sqrt{3},8), (\sqrt{3},9)
\end{array} \right\}
\]
(38)

\[
\{d_t^Y\}_o = \left\{ \begin{array}{c}
(\sqrt{2},4), (\sqrt{2},5), (\sqrt{2},7), (\sqrt{2},8), (\sqrt{2},10), (1,6), (1,9), \\
(0,7), (0,10), (\sqrt{2},3), (\sqrt{2},5), (\sqrt{2},8), (\sqrt{3},6), (\sqrt{3},9), \\
(0,8), (\sqrt{2},3), (\sqrt{2},4), (\sqrt{2},7), (\sqrt{2},10), (\sqrt{3},6), (\sqrt{3},9), \\
(0,9), (\sqrt{3},4), (\sqrt{3},5), (\sqrt{3},7), (\sqrt{3},8), (\sqrt{3},10), (1,3), \\
(0,4), (0,10), (\sqrt{2},3), (\sqrt{2},5), (\sqrt{2},8), (\sqrt{3},6), (\sqrt{3},9), \\
(0,5), (\sqrt{2},3), (\sqrt{2},4), (\sqrt{2},7), (\sqrt{2},10), (\sqrt{3},6), (\sqrt{3},9), \\
(0,6), (\sqrt{3},4), (\sqrt{3},5), (\sqrt{3},7), (\sqrt{3},8), (\sqrt{3},10), (1,3), \\
(0,4), (0,7), (\sqrt{2},3), (\sqrt{2},5), (\sqrt{2},8), (\sqrt{3},6), (\sqrt{3},9)
\end{array} \right\}
\]
(39)

These ordered distances are then subset to the \( E + 1 = 4 \) closest non-zero distances for each vector in the manifold, which are then used to calculate the weights; i.e.,
\[
\left\{ (\sqrt{2},8), (\sqrt{3},5), (\sqrt{3},4), (\sqrt{3},7) \right\} \implies \left\{ (0.278, 8), (0.278, 5), (0.222, 4), (0.222, 7) \right\} = \{ w_t^X \}_o
\]
(40)

\[
\left\{ (\sqrt{2},4), (\sqrt{2},5), (\sqrt{2},7), (\sqrt{2},8) \right\} \implies \left\{ (0.250, 4), (0.250, 5), (0.250, 7), (0.250, 8) \right\} = \{ w_t^Y \}_o
\]
(41)

where \( \{ w_t^Z \}_o \) is the set of \( E + 1 \) pairs \( \{ w_{i(j)}^Z, j \} \) consisting of normalized \( \text{weights} w_{i(j)} \) calculated from the Euclidean distances between manifold vectors \( \tilde{Z}_t \) and \( \tilde{Z}_j \) as described in Eqn. 27. These weights can be used to estimate the original signals as
\[
\mathbf{Y} \hat{\mathbf{X}} = \{ Y_t | \mathbf{X} | t = 3, 4, \ldots, 10 \}
\]
(42)

\[
= \{ 0.444, 0, 0.210, 0.444, 0, 0.210, 0.444, 0 \}
\]
(43)

\(^{35}\text{It is assumed that } d_1 \neq 0 \text{ in Eqn. 27 for any vector in the manifold because } \lim_{x \to \infty} e^{-x} = 0 \text{ which may imply that all the weights are zero if } d_1 = 0. \text{ In practice (i.e., with empirical time series), } d_1 \text{ is rarely identically equal to zero. However that is not always the case in simple examples like the one presented in this section. Only manifold vector pairs with non-zero distances are used in this example because it is only meant to be illustrative. The basic algorithm can be altered to handle zero distance manifold vector pairs (e.g., by changing how the weights are calculated), but such alterations would be counter to the point of this example.}
\)

\(^{36}\text{The weights are shown, for convenience, with only three significant digits. As such, not all of the normalized weights for a given manifold vector sum to one exactly.\)
and
\[
X|\bar{Y} = \left\{ X_t | \bar{Y} = 3, 4, \ldots, 10 \right\} = \{0, 0.473, 0.250, 0, 0.473, 0.250, 0, 0.473\}.
\]

The PAI correlations are
\[
C_{YX} = \left[ \rho \left( Y, Y|\bar{X} \right) \right]^2 \approx 0.78
\]
and
\[
C_{XY} = \left[ \rho \left( X, X|\bar{Y} \right) \right]^2 \approx 0.88,
\]
which implies \( \Delta \approx -0.1 \) and \( X \rightarrow Y \), as expected.

Proponents of SSRC often point out that such techniques may be more capable than Granger causality of identifying causality given weak or nonseparable dynamics \[203\]. SSRC techniques have been described as a “complementary approach” to the more standard time series causality studies using GC techniques \[203\]. One of the key ideas presented in this work is that no times series causality tool should be used alone, so we will follow the thought process implied by Cummins et al. \[203\] and use both SSRC and GC techniques together.

It has been pointed out that CCM requires long times series \[202\], which may be a criticism of PAI as well\[37\]. Ma et al. have proposed a new SSRC technique called Cross Map Smoothness (CMS) to address this problem. CMS is a measure of the smoothness of the cross map (i.e., the map from, e.g., the shadow manifold of \( Y \) to the shadow manifold of \( X \)). “Smoothness” is quantified by the training error of a neural network that takes, e.g., the shadow manifold of \( Y \) as input and the shadow manifold of \( X \) as output\[38\]. Other authors have argued that the projection back to a scalar time series from the state space reconstructions required by CCM and PAI (step 4 of the CCM algorithm) is “inconsistent” with the underlying theories of state space reconstruction \[203\]. Cummins et al. suggest “it is more consistent with the theory to test relationships between the state space reconstructions directly” and propose testing the continuity of the cross map\[39\] to determine the time series causality \[203\].

Fortunately, most of the time series used in this work are not short as Ma et al. defines it (i.e., 20 data points or less). This work is also not explicitly concerned with the consistency of a given technique with underlying SSR theories, especially if the technique is shown to be a reliable tool for causal inference. As such, the primary SSRC tool used in this work will be PAI, primarily because its reliability has been tested for the kinds of physical data sets explored in the following sections \[36\]. Of course, just as with any of the general classes of time series causality tools, other SSRC techniques can and should be used during the exploratory causal analysis if such techniques are thought to be useful for the given data.

### 4.4 Correlation causality

Lagged cross-correlation, also known as cross-lagged correlation, has been a popular time series causality tool in psychology \[206\] \[19\] and general signal analysis for many years \[163\]. Some authors consider it to be the first time series causality tool \[206\], with origins that can be traced back to 1901 \[207\]. The shortcomings of lagged cross-correlation have been discussed at length in the literature \[19\] \[208\] \[163\]. It is still, however, among the most popular time series causality tools because of its simplicity \[163\] \[19\].

#### 4.4.1 Background

Consider two time series \( X = \{X_t | t = 0, 1, 2, \ldots, N\} \) and \( Y = \{Y_t | t = 0, 1, 2, \ldots, N\} \). The lagged cross-correlation is defined as the normalized cross-covariance \[139\]
\[
\rho_{xy}^{t} = \frac{E \left[ (X_t - \mu_X)(Y_{t-l} - \mu_Y) \right]}{\sqrt{\sigma_X^2 \sigma_Y^2}},
\]
\[
(48)
\]

\[37\] As Ma et al. state “In fact, due to the computational way of state space reconstruction using delayed embedding technique, sufficiently long time series are required to guarantee that the nearest neighbors on the reconstructed attractor converge to the true neighborhood. . . . Thus, detecting causality based on nearest neighbors and mutual neighbors essentially requires sufficiently long time series data to make reliable causality detection.” PAI, like CCM, relies on finding nearest neighbors in the shadow manifold, so this concern also applies to PAI.

\[38\] This technique relies on the proof that any smooth map can be approximated by a neural network \[204\].

\[39\] This technique relies on a hypothesis-testing framework to explore continuity in state space reconstructions developed by Pecora et al. \[205\].
where $l$ is the lag, $\sigma_Z^2$ is the variance of $Z$, $\mu_Z$ is the mean of $Z$, $E[(X_t - \mu_X)(Y_{t-l} - \mu_Y)]$ is the cross-covariance, and $E[z]$ is the expectation value of $z$ [209, 163, 159]. Causal inference usually relies on using differences of these cross-correlations [19, 210, 211], i.e.,

$$\Delta_l = |\rho_l^{xy}| - |\rho_l^{yx}|,$$

(49)

where $|z|$ is the absolute value of $z$. If $\Delta_l$ is positive, then the correlation between $\{X_t \mid t = l, l + 1, l + 2, \ldots, N\}$ and $\{Y_t \mid t = 0, 1, 2, \ldots, N - l\}$ is higher (i.e., further from zero) than the correlation between $\{X_t \mid t = 0, 1, 2, \ldots, N - l\}$ and $\{Y_t \mid t = l, l + 1, l + 2, \ldots, N\}$. The causal interpretation is as follows: If $\Delta_l > 0$, then $Y \rightarrow X$ at lag $l$, and if $\Delta_l < 0$, then $X \rightarrow Y$ at lag $l$. If $\Delta_l = 0$, then there is no causal inference at lag $l$. This interpretation depends on the definition of $l$ as a lag, i.e., $l \leq 0$. If $l$ is allowed to be a lead, i.e., $l > 0$, then these causal inference rules need to be altered.

4.4.2 Practical usage

Consider a time series pair $\{X, Y\}$ with

$$X = \{X_t \mid t = 0, 1, \ldots, 9\}$$

$$= \{0, 0, 1, 0, 0, 1, 0, 0, 1, 0\}$$

$$Y = \{Y_t \mid t = 0, 1, \ldots, 9\}$$

$$= \{0, 0, 0, 1, 0, 0, 1, 0, 0, 1\}.$$

The structure of this system, i.e., $Y_t = X_{t-1}$, implies $X$ drives $Y$. Table 2 can be calculated by considering $l \in [0, 6]$.

One of the main practical issues with lagged cross-correlations is the decision of which lag to consider for causal inference. Table 2 shows $\Delta_l$ is nonzero for most $l$ but does not suggest the same causal inference $\forall l > 0$. One strategy is to determine the relevant lag as the lag corresponding to the maximum difference, i.e., use $\Delta_m$ for causal inference where

$$|\Delta_m| = \max_l |\Delta_l|.$$

(50)

For this example, $\Delta_m = -0.08$, which implies $X \rightarrow Y$ as expected. However, $\Delta_m = \Delta_l$ at $l = 4$ not $l = 1$ as might be expected. One of the primary criticisms of lagged cross-correlation causality tools is the difficulties arising from autocorrelations in the data [163, 208, 187], as seen in this example. Other criticisms of lagged cross-correlations include underlying assumptions of linearity [163] and stationarity [19]. The simplicity of these calculations, however, suggest lagged cross-correlations should be calculated as a first step of an exploratory causal analysis.

4.5 Penchant causality

Leaning is a time series causality technique that is derived directly from the definition of probabilistic causality [32]. Penchants, from which the leaning is found, are related to the Eells measure of causal strength (also called the probability contrast) [26], the weight of evidence [33], and the causal significance [31]. The main difference between penchants and the related measures is the intended use. Penchants and leanings will not be used as measures of causal strength in this work. Rather, they will be considered indicative of driving without any concern for notions of the “strength” of such driving. The penchant is non-parametric in the sense that there is no assumed functional relationship between the time series being investigated.

$$Table 2: Lagged cross-correlation calculations for the example times series pair \{X, Y\} in Section 4.4.2$$

<table>
<thead>
<tr>
<th>$l$</th>
<th>$\rho_l^{xy}$</th>
<th>$\rho_l^{yx}$</th>
<th>$\Delta_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.43</td>
<td>0.43</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.38</td>
<td>1.0</td>
<td>-0.62</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>0.45</td>
<td>0.30</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>0.55</td>
<td>-0.15</td>
</tr>
<tr>
<td>4</td>
<td>0.32</td>
<td>1.0</td>
<td>-0.68</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>0.41</td>
<td>0.20</td>
</tr>
<tr>
<td>6</td>
<td>0.33</td>
<td>0.58</td>
<td>-0.24</td>
</tr>
</tbody>
</table>

$\Delta_l$ is calculated using the MATLAB function corr, which calculates the cross-correlation as $\rho_l^{xy} = m \sum_{i=1}^N \tilde{X}_i \tilde{Y}_{i-l}$ with $\tilde{Z}_t = Z_t - \mu_Z$ where $m = \left( ||\tilde{X}||_2 ||\tilde{Y}||_2 \right)^{-1}$ is the inverse of the product of the Euclidean norms of $\tilde{X}$ and $\tilde{Y}$, $\mu_z$ is the mean of $Z$, and $\tilde{Z} = \{\tilde{Z}_t \mid t = 0, 1, \ldots, 9\}$. 

24
4.5.1 Background

The causal penchant $\rho_{EC} \in [1, -1]$ is defined as

$$\rho_{EC} := P(E|C) - P(E|\bar{C}) \, .$$  \hfill (51)

The motivation for this expression is in the straightforward interpretation of $\rho_{EC}$ as a causal indicator; i.e., if $C$ drives $E$, then $\rho_{EC} > 0$, and if $\rho_{EC} \leq 0$, then the direction of causal influence is undetermined.

One of the main ideas of the penchant definition is to circumvent philosophical issues regarding $P(E|\bar{C})$ as being unobservable (see [15]) by using an expression for Eqn. 51 that does not have this term. Eqn. 51 can be rewritten using Bayes’ theorem

$$P(E|C) = \frac{P(C|E)P(E)}{P(C)} \, .$$  \hfill (52)

and the definitions of probability complements

$$P(\bar{C}) = 1 - P(C) \, ; \quad P(\bar{C}|E) = 1 - P(C|E) \, .$$  \hfill (53)

Using Eqn. 54 with Eqn. 52 gives

$$P(\bar{C}|E) = 1 - P(E|C) \frac{P(C)}{P(E)} \, .$$

Inserting this into Eq. 52 written in terms of $\bar{C}$, we get

$$P(E|\bar{C}) = \frac{P(C|\bar{E})P(E)}{P(C)} \, .$$

yields an alternative form of the second term in Eqn. 51

$$P(E|\bar{C}) = \left(1 - P(E|C) \frac{P(C)}{P(E)}\right) \frac{P(E)}{1 - P(C)} \, .$$

This expression gives a penchant that requires only a single conditional probability estimate:

$$\rho_{EC} = P(E|C) \left(1 + \frac{P(C)}{1 - P(C)}\right) - \frac{P(E)}{1 - P(C)} \, .$$  \hfill (55)

The penchant is not defined if $P(C)$ or $P(\bar{C})$ are zero (because the conditionals in Eqn. 51 would be undefined). Thus, the penchant is not defined if $P(C) = 0$ or if $P(C) = 1$. The former condition corresponds to an inability to determine causal influence between two time series when a cause does not appear in one of the series; the latter condition is interpreted as an inability to determine causal influence between two time series if one is constant. The use of Bayes’ theorem in the derivation of Eqn. 55 implies that the penchant is not defined if $P(E)$ or $P(\bar{E})$ are zero. The method given in this work uses no a priori assignment of “cause” or “effect” to a given time series pair when using penchants for causal inference. So, operationally, the constraints on $P(C)$ and $P(E)$ only mean that the penchant is undefined between pairs of time series where one series is constant.

Consider the assignment of $X$ as the cause, $C$, and $Y$ as the effect, $E$. If $\rho_{EC} > 0$, then the probability that $X$ drives $Y$ is higher than the probability that it does not, i.e., $X \xrightarrow{pen} Y$. It is possible, however, that the penchant could also be positive when $X$ is assumed as the effect and $Y$ is assumed as the cause, i.e., $Y \xrightarrow{pen} X$. The leaning addresses this apparent confusion via

$$\lambda_{EC} := \rho_{EC} - \rho_{CE} \, .$$  \hfill (56)

for which $\lambda_{EC} \in [-2, 2]$. A positive leaning implies the assumed cause $C$ drives the assumed effect $E$ more than the assumed effect drives the assumed cause, a negative leaning implies the effect $E$ drives the assumed cause $C$ more than the assumed cause drives the assumed effect, and a zero leaning yields no causal inference.

The possible outcomes are noted as

$$\lambda_{EC} > 0 \quad \{C, E\} = \{X, Y\} \Rightarrow X \xrightarrow{\text{lean}} Y$$

$$\lambda_{EC} < 0 \quad \{C, E\} = \{X, Y\} \Rightarrow Y \xrightarrow{\text{lean}} X$$

$$\lambda_{EC} = 0 \quad \{C, E\} = \{X, Y\} \Rightarrow \text{no conclusion}$$
with \( \{C, E\} = \{A, B\} \) meaning \( A \) is the assumed cause and \( B \) as the assumed effect.

If \( \lambda_{EC} > 0 \) with \( X \) as the assumed cause and \( Y \) as the assumed effect, then \( X \) has a larger penchant to drive \( Y \) than \( Y \) does to drive \( X \). That is, \( \lambda_{EC} > 0 \) implies that the difference between the probability that \( X \) drives \( Y \) and the probability that it does not is higher than the difference between the probability that \( Y \) drives \( X \) and the probability that it does not.

The leaning is a function of four probabilities, \( P(C), P(E), P(C|E), \) and \( P(E|C) \). The usefulness of the leaning for causal inference will depend on an effective method for estimating these probabilities from time series and a more specific definition of the cause-effect assignment within the time series pair. An operational definition of \( C \) and \( E \) will need to be drawn directly from the time series data if the leaning is to be useful for causal inference. Such assignments, however, may be difficult to develop and may be considered arbitrary without some underlying theoretical support. For example, if the cause is \( x(t-1) \) and the effect is \( y(t) \), then it may be considered unreasonable to provide a causal interpretation of the leaning without theoretical support that \( X \) may be expected to drive \( Y \) on the time scale of \( \Delta t = 1 \). This issue is, however, precisely one of the reasons for divorcing the causal inference proposed in this work (i.e., exploratory causal inference) from traditional ideas of causality. Statistical tools are associational, and cannot be given formal causal interpretation without the use of assumptions and outside theories (see [5] for an in-depth discussion of these ideas). In practice, many different potential cause-effect assignments may be used to calculate different leavings, which may then be compared as part of the causal analysis of the data. It can be noted that \( \lambda_{AB} := \rho_{AB} - \rho_{BA} \Rightarrow -\lambda_{AB} = \rho_{BA} - \rho_{AB} := \lambda_{BA} \). Thus, the causal inference is independent of which times series is initially assumed to be the cause (or effect).

### 4.5.2 Practical usage

The initial derivation of the penchant and leaning is intentionally left in terms of the vague quantities of “cause” \( C \) and “effect” \( E \). This decision comes directly from the probabilistic definition of causality as \( P(E|C) > P(E|\bar{C}) \) (or, e.g., 5), which was meant to convey a philosophical idea about the relationship between something capable of generally being called a cause, i.e., \( C \), and something associated to it that is capable of generally being called an effect, i.e., \( E \). Granger introduced his causality measure in a similar fashion using the same probabilistic causality definition 6. The practicality of the penchant and leaning depends on an interpretation of how to make the terms \( C \) and \( E \) “operational” (in the sense that Granger defines the word 6).

Consider a time series pair \((X, Y)\) with

\[
X = \{x_t \mid t = 0, 1, \ldots, 9\} = \{0, 0, 1, 0, 0, 1, 0, 0, 1, 0\} \\
Y = \{y_t \mid t = 0, 1, \ldots, 9\} = \{0, 0, 0, 1, 0, 1, 0, 0, 1, 0\}.
\]

Because \( y_t = x(t-1) \), one may conclude that \( X \) drives \( Y \). However, to show this result using a leaning calculation requires first a calculation using the cause-effect assignment \( \{C, E\} = \{X, Y\} \). For consistency with the intuitive definition of causality, we require that a cause must precede an effect. It follows that a natural assignment may be \( \{C, E\} = \{x(t-1), y_t\} \) for \( 1 \leq l < t \leq 9 \). This cause-effect assignment will be referred to as the \( l \)-standard assignment.

The cause-effect assignment is an assignment of some countable feature of the data in one time series as the “cause” and another in the other time series as the “effect”. For example, in the \( l \)-standard cause-effect assignment, the cause is the lag \( l \) time step in one time series and the effect is the current time step in the other. The leaning compares the symmetric application of these cause-effect definitions to the time series pair. So, for the above example of \( \{C, E\} = \{x(t-1), y_t\} \), the first penchant will be calculated using \( \{C, E\} = \{x(t-1), y_t\} \) and the second will be calculated using \( \{C, E\} = \{y_t, x(t-1)\} \).

The second penchant is not the direct interchange of \( C \leftrightarrow E \) from the first penchant because such an interchange would violate the assumption that a cause must precede an effect. For example, if the first penchant in the leaning calculation is calculated using \( \{C, E\} = \{x(t-1), y_t\} \), then the second penchant is not calculated using \( \{C, E\} = \{y_t, x(t-1)\} \) because the definition of the effect, \( x(t-1) \), precedes the definition of the cause, \( y_t \).

Given \((X, Y)\), one possible penchant that can be defined using the \( 1 \)-standard assignment is

\[
\rho_{y_t=1, x(t-1)=1} = \kappa \left( \frac{1}{1} + \frac{P(x(t-1) = 1)}{1-P(x(t-1) = 1)} \right) - \frac{P(y_t = 1)}{1-P(x(t-1) = 1)},
\]

with \( \kappa = P(y_t = 1|x(t-1) = 1) \). Another penchant defined using this assignment is \( \rho_{y_t=0, x(t-1)=0} \) with \( \kappa = P(y_t = 0|x(t-1) = 0) \). These two pendants are called observed pendants because they correspond to conditions that were found in the measurements. Two other pendants have \( \kappa = P(y_t = 0|x(t-1) = 1) \) and \( \kappa = P(y_t = 1|x(t-1) = 0) \), and they are associated with unobserved conditions. These unobserved pendants in the leaning calculation would involve a comparison of how unlikely
postulated causes are to cause given effects. Such comparisons are not as easily interpreted in the intuitive framework of causality, and as such, are often not used as part of leaning calculations.

The probabilities in the penchant calculations can be estimated from time series using counts, e.g.,

\[ P(y_t = 1|x_{t-1} = 1) = \frac{n_{EC}}{n_C} = \frac{3}{3} = 1 , \]

where \( n_{EC} \) is the number of times \( y_t = 1 \) and \( x_{t-1} = 1 \) appears in \((X, Y)\), and \( n_C \) is the number of times the assumed cause, \( x_{t-1} = 1 \), has appeared in \((X, Y)\).

Estimating the other two probabilities in this penchant calculation using frequency counts from \((X, Y)\) requires accounting for the assumption that the cause must precede the effect by shifting \(X\) and \(Y\) into \(\tilde{X}\) and \(\tilde{Y}\) such that, for any given \(t\), \(\tilde{x}_t\) precedes \(\tilde{y}_t\). For this example, the shifted sequences are

\[ \tilde{X} = \{0, 0, 1, 0, 1, 0, 1, 0, 1\} \]
\[ \tilde{Y} = \{0, 0, 1, 0, 1, 0, 1, 0, 1\} \]

which are both shorter than their counterparts above by a single value because the penchants are being calculated using the 1-standard cause-effect assignment. It follows that \(\tilde{x}_t = x_{t-1}\) and \(\tilde{y}_t = y_t\). The probabilities are then

\[ P(y_t = 1) = \frac{n_E}{L} = \frac{3}{9} \quad (57) \]
\[ P(x_{t-1} = 1) = \frac{n_C}{L} = \frac{3}{9} \quad (58) \]

where \(n_C\) is the number of times \(\tilde{x}_t = 1\), \(n_E\) is the number of times \(\tilde{y}_t = 1\), and \(L\) is the ("library") length of \(\tilde{X}\) and \(\tilde{Y}\) (which are assumed to be the same length).

The two observed penchants in this example under the assumption that \(X\) causes \(Y\) (with \(l = 1\)) are

\[ \rho_{y_t=1,x_{t-1}=1} = 1 \]
\[ \rho_{y_t=0,x_{t-1}=0} = 1 \quad (59) \]

The observed penchants when \(Y\) is assumed to cause \(X\) are

\[ \rho_{x_t=1,y_{t-1}=0} = \frac{3}{7} \quad , \]
\[ \rho_{x_t=0,y_{t-1}=1} = \frac{3}{7} \quad , \]

and

\[ \rho_{x_t=0,y_{t-1}=0} = \frac{3}{7} \quad . \]

The mean observed penchant is the algebraic mean of the observed penchants, For \(X\) causes \(Y\), it is

\[ \langle \rho_{y_t,x_{t-1}} \rangle = \frac{1}{2} \left( \rho_{y_t=1,x_{t-1}=1} + \rho_{y_t=0,x_{t-1}=0} \right) \]
\[ = 1 \quad (60) \]

and for \(Y\) causes \(X\) is

\[ \langle \rho_{x_t,y_{t-1}} \rangle = \frac{1}{3} \left( \rho_{x_t=1,y_{t-1}=0} \ight. \]
\[ + \rho_{x_t=0,y_{t-1}=1} + \rho_{x_t=0,y_{t-1}=0} \]
\[ = \frac{1}{7} \quad . \]

The mean observed leaning that follows from the definition of the mean observed penchants is

\[ \langle \lambda_{y_t,x_{t-1}} \rangle = \langle \rho_{y_t,x_{t-1}} \rangle - \langle \rho_{x_t,y_{t-1}} \rangle \]
\[ = \frac{6}{7} \quad . \quad (61) \]
The weighted mean observed penchant is defined similarly to the mean observed penchant, but each penchant is weighted by the number of times it appears in the data; e.g.,

\[
\langle \rho_{y_t,x_{t-1}} \rangle_w = \frac{1}{L} \left( n_{y_t=1,x_{t-1}=1} \rho_{y_t=1,x_{t-1}=1} + n_{y_t=0,x_{t-1}=0} \rho_{y_t=0,x_{t-1}=0} \right) = 1
\]

and

\[
\langle \rho_{x_t,y_{t-1}} \rangle_w = \frac{1}{L} \left( n_{x_t=1,y_{t-1}=0} \rho_{x_t=1,y_{t-1}=0} + n_{x_t=0,y_{t-1}=1} \rho_{x_t=0,y_{t-1}=1} + n_{x_t=0,y_{t-1}=0} \rho_{x_t=0,y_{t-1}=0} \right) = \frac{3}{63},
\]

where \( n_{a,b} \) is the number of times the assumed cause \( a \) appears with the assumed effect \( b \) and \( L \) is the library length of \( \mathbf{X} \) (i.e., \( L = N - l \) where \( N \) is the library length of \( \mathbf{X} \) and \( l \) is the lag used in the \( l \)-standard cause-effect assignment).

The weighted mean observed leaning follows naturally as

\[
\langle \lambda_{y_t,x_{t-1}} \rangle_w = \frac{\langle \rho_{y_t,x_{t-1}} \rangle_w - \langle \rho_{x_t,y_{t-1}} \rangle_w}{60} = \frac{60}{63}
\]

For this example, \( \langle \lambda_{y_t,x_{t-1}} \rangle \rightarrow \mathbf{X} \rightarrow \mathbf{Y} \) as expected.

Conceptually, the weighted mean observed penchant is preferred to the mean penchant because it accounts for the frequency of observed cause-effect pairs within the data, which is assumed to be a predictor of causal influence. For example, given some pair \((A, B)\), if it is known that \( a_{t-1} \) causes \( b_t \) and both \( b_t = 0 \mid a_{t-1} = 0 \) and \( b_t = 0 \mid a_{t-1} = 1 \) are observed, then comparison of the frequencies of occurrence is used to determine which of the two pairs represents the cause-effect relationship.

If the example time series contained noise, then a realization of of the example time series \((\mathbf{X}', \mathbf{Y}')\) could be

\[
\mathbf{X}' = \{x'_t \mid t = 0, 1, \ldots, 9\} = \{0, 0, 1, 1, 0, 0, 1, -0.1, 0, 0.9, 0\}
\]

\[
\mathbf{Y}' = \{y'_t \mid t = 0, 1, \ldots, 9\} = \{0, -0.2, 0.1, 1.2, 0, 0.1, 0.9, -0.1, 0, 1\}.
\]

The previous time series pair, \((\mathbf{X}, \mathbf{Y})\) had only five observed penchants, but \((\mathbf{X}', \mathbf{Y}')\) has more due to the noise. It can be seen in the time series definitions that \( x'_t = x_t \pm 0.1 \) and \( x'_t = x_t \pm 0.2 \) are similar to \( x_t \). The weighted mean observed leaning for \((\mathbf{X}', \mathbf{Y}')\) is \( \langle \lambda_{y'_t,x'_{t-1}} \rangle_w \approx 0.19 \).

If the noise is not restricted to a small set of discrete values, then the effects of noise on the leaning calculations can be addressed by using the tolerances \( \delta_x \) and \( \delta_y \) in the probability estimations from the data. For example, the penchant calculation in Eqn. \ref{eq:penchant} relied on estimating \( P(y_t = 1|x_{t-1} = 1) \) from the data, but if, instead, the data is known to be noisy, then the relevant probability estimate may be \( P(y_t \in [1 - \delta_y, 1 + \delta_y]|x_{t-1} \in [1 - \delta_x, 1 + \delta_x]) \). If the tolerances, \( \delta_x \) and \( \delta_y \), are made large enough, then the noisy system weighted mean observed leaning, \( \langle \lambda_{y'_t,x'_{t-1}} \rangle_w \), can, at least in the simple examples considered here, be made equal to the noiseless system weighted mean observed leaning, i.e., \( \langle \lambda_{y'_t \pm \delta_y,x'_{t-1} \pm \delta_x} \rangle_w = \langle \lambda_{y_t,x_{t-1}} \rangle_w \). Tolerance domains, however, can be set too large. If the tolerance domain is large enough to encompass every point in the time series, then the probability of the assumed cause becomes one, which leads to undefined penchants. For example, given the symmetric definition of the tolerance domain used here, \( \delta_x = 2 \) implies \( P(x_{t-1} = 1 \pm \delta_x) = 1 \), which implies \( \langle \lambda_{y'_t,x'_{t-1}} \rangle_w \) is undefined. The tolerance domains can be interpreted as the set of values that an analyst is willing to consider equivalent causes or effects. For example, if the lag \( l \) time step of \( \mathbf{X} \), i.e., \( x_{t-l} \), is the assumed cause of some assumed effect (e.g., the current time step of \( \mathbf{Y} \), \( y_t \)), then an x-tolerance domain of \( [x_{t-1} - a, x_{t-1} + b] \) may be thought of as an analyst’s willingness to consider all values that fall within that domain equivalently as the assumed cause of that assumed effect.

Reasonable leaning calculations require an understanding of the noise in the measurements, which may not always be possible. Estimating relevant tolerance domains is one of the two key difficulties in using penchants and leanings for causal inference. The other is finding an appropriate cause-effect assignment.
5 Exploratory Causal Analysis

Section 2.3 outlined a proposed framework for exploratory causal analysis. This framework was characterized more by an approach to the analysis (i.e., a way of thinking about the data analysis) rather than the use of any specific technique. This work will focus on performing exploratory causal analysis using a report of five different time series causality tools, one from each category presented in Section 4.

Leavings will be used with various cause-effect assignments and tolerance domains, which will be set based on the data being analyzed. The weighted mean observed leavings will be calculated using MATLAB. Lagged cross-correlation differences will be used with various lags but without any pre-treatment of the data. All lagged cross-correlations will be calculated using the standard MATLAB function corr. PAI will be calculated using the methods and software discussed in Section 4.3, the embedding dimension will always be $E = 3$ and the delay time step will always be $\tau = 1$, unless otherwise noted. Transfer entropy will be calculated using the Java Information Dynamics Toolkit (JIDT).

This software package includes different methods for estimating probabilities from the data, but, unless otherwise noted, this work will only calculate the transfer entropy using the default kernel estimator with normalized data, a delay time step of 1, and a kernel width of 0.2. Granger causality will be calculated using the Multivariate Granger Causality (MVGC) toolbox, which calculates Granger causality in both the temporal and spectral domains. The MVGC toolbox provides several different ways to estimate the model order for the VAR model estimation step of the Granger causality calculation. For consistency, the VAR model order will be set using the Bayesian information criterion routine provided by the MVGC toolbox, unless otherwise noted.

5.1 ECA summary

Exploratory causal analysis is the first step in a more rigorous data causality study of a system. The results should guide future experiments or more formal and rigorous data techniques. Nevertheless, there is a use in having a quick causal summary for a given time series pair. Consider a ternary vector defined as

$$\vec{g} = (g_1, g_2, g_3, \ldots, g_n),$$

(62)

where each tri
represents the causal inference of a given time series causality tool for a given time series pair $(X, Y)$. 0 for $X \rightarrow Y$, 1 for $Y \rightarrow X$, and 2 if there is no conclusion (e.g., if the leaning is 0). The vector $\vec{g}$ may then be used to provide a concise summary of the exploratory causal analysis (ECA) results, which will be called the ECA summary; i.e., if all $g_i = 0$, then $X \rightarrow Y$ and if all $g_i = 1$, then $Y \rightarrow X$. The inner product of $\vec{g}$ with itself may be simple test for an ECA summary,

$$\vec{g} \cdot \vec{g} = |\vec{g}|^2 = \begin{cases} 0 & \text{ECA summary is } X \rightarrow Y \\ \text{anything else} & \text{ECA summary is not defined or } Y \rightarrow X \end{cases}$$

(63)

If $g_i = 1 \forall g_i \in \vec{g}$, then the ECA summary would be $Y \rightarrow X$, which may make it tempting to interpret $|\vec{g}|^2 = n$ as implying $Y \rightarrow X$. It may be true, however, that $|\vec{g}|^2 = n$ but $g_i \neq 1 \forall g_i \in \vec{g}$. As discussed in the previous subsection, $n = 5$ in all the examples in this work.

It should be emphasized that the ECA summary is neither the final product nor the only conclusion that should be drawn from the exploratory causal analysis. The ECA summary will often be undefined in situations where a majority of the $g$-trits in $\vec{g}$ agree with each other. For example, the transfer entropy, Granger causality, lagged cross-correlation, and PAI tools could all provide a causal inference of $Y \rightarrow X$ while the leaning fails to provide any causal inference because, e.g., the cause-effect assignment is inappropriate for the system being studied. An undefined ECA summary does not immediately imply that the exploratory causal inference is inconclusive. Rather, it only implies that each time series causality tool may need to be applied more carefully.

The automated generation of ECA summaries for a set of time series may be appealing in the speed and ease with which a large number of causal inferences can be performed, but such automated procedures should not be considered a substitution for a more complete exploratory causal analysis. The ECA summary is part of exploratory causal analysis and, as discussed in Section 2.3, no part of such analysis should be confused with causality as it is defined traditionally in fields such as physics and philosophy.

In all the examples presented in this work, $\vec{g}$ has five elements with $g_1$ as the causal inference implied by the JIDT transfer entropy, $g_2$ as the causal inference implied by the MVGC Granger causality log-likelihood test statistics, $g_3$ as...
the causal inference implied by the PAI differences, \( g_4 \) as the causal inference implied by the weighted mean observed leanings averaged over all the tested lags, and \( g_5 \) as the causal inference implied by the lagged cross-correlation differences averaged over all the tested lags.

## 5.2 Synthetic data examples

Synthetic data sets can be used to explore how the results of an exploratory causal analysis compare with the intuitive causal structure of the system. Simple systems with strongly intuitive causal structure are useful in demonstrating the strengths and weaknesses of different approach to the analysis. Example systems with less intuitive causal structure will also be used because of their relationship to physical systems, which allows outside theories to be used as confirmation of the exploratory causal analysis results.

### 5.2.1 Impulse with linear response

Consider the linear example dynamical system of

\[
\{X, Y\} = \{\{x_t\}, \{y_t\}\}
\]

where \( t = 0, 1, \ldots, L \),

\[
x_t = \begin{cases} 
2 & \text{if } t = 1 \\
A\eta_t & \forall t \in \{t \mid t \neq 1 \text{ and } t \mod 5 \neq 0\} \\
2 & \forall t \in \{t \mid t \mod 5 = 0\}
\end{cases}
\]

and

\[
y_t = x_{t-1} + B\eta_t
\]

with \( y_0 = 0, A, B \in \mathbb{R} \geq 0 \) and \( \eta_t \sim \mathcal{N}(0, 1) \). Specifically, consider \( A \in [0, 1] \) and \( B \in [0, 1] \). The driving system \( X \) is a periodic impulse with a signal amplitude above the maximum noise level of both the driving and the response systems, and the response system \( Y \) is a lagged version of the driving signal with standard normal (i.e., \( \mathcal{N}(0, 1) \)) noise of amplitude \( B \) applied at each time step.

Let the instance of Eqn. \( 64 \) with \( L = 500, A = 0.1, \) and \( B = 0.4 \) shown in Figure 1 be considered the synthetic data set \( \{X, Y\} \) upon which the exploratory causal analysis will be performed. A preliminary visual inspection of Figure 1 shows \( X \) appears less noisy than \( Y \) (as expected), but perhaps more importantly, both times series appear to have two major groupings for their data, around 0 and 2 for \( X \) and \( Y \), albeit with a wider spread in \( Y \). This observation is supported by the histograms of these data shown in Figure 2. This data set is synthetic, so such observations may seem pointlessly obvious. However, if the data were not synthetic, then these observations would be useful to setting the tolerance domains, \( \delta_x \) and \( \delta_y \), for the leaning. It has been shown that if \( A \) and \( B \) are known \textit{a priori}, then the leaning will agree with intuition if \( \delta_x = A \) and \( \delta_y = B \) [30]. It is assumed here, however, that \( A \) and \( B \) are unknown to the analyst. From Figure 2 initial tolerance domains of \( \pm \delta_x = 0.5 \) and \( \pm \delta_y = 1 \) will be used for the leaning calculations.

![Figure 1: An instance of Eqn. 64 for \( L = 500, A = 0.1, \) and \( B = 0.4 \).](image-url)

Autocorrelations in the data are useful to understand for both potential cause-effect assignments for the leaning calculations and potential issues in drawing causal inferences from the lagged cross-correlations. This data is synthetic, so it is known from Eqn. 64 that a reasonable cause-effect assignment for the leaning would be \( \{C, E\} = \{x_{t-1}, y_t\} \). The
The goal here is to show how such potential cause-effect assignments can be drawn directly from the data as part as ECA.

Figure 3 shows strong autocorrelations for both \( X \) and \( Y \) at \( l = 6, 12, 18, \ldots, 48 \). The autocorrelations appear cyclic, which implies the leaning and lagged cross-correlation time series causality tools need not be calculated for more than \( l = 1, 2, \ldots, 6 \), which is the lag after which the autocorrelations pattern seems to repeat. If \( l > 6 \) in these calculations, then the causal inference may be strongly influenced by the autocorrelations in the data. The similar autocorrelations pattern seen in Figure 3 may imply a strong driving relationship within the time series pair (or perhaps a strong shared driving relationship with some outside driver) but do not immediately suggest a cause-effect assignment for the leaning calculation. The most straightforward cause-effect assignment is the \( l \)-standard assignment, which will be used with \( l = 1, 2, \ldots, 6 \).

The leaning calculations using the \( l \)-standard cause-effect assignment and tolerance domains suggested by Figures 3 and 2 respectively, fit naturally on a plot with the lagged cross-correlations (because both depend on some lag \( l \)). These values are shown in Figure 4 for \( l = 1, 2, \ldots, 6 \). This figure shows both the weighted mean observed leaning, \( \langle \lambda_l \rangle \), and the lagged cross-correlation differences, \( \Delta_l \), suggest the same causal inference for almost every lag \( 45 \). The causal inferences for the leanings are \( Y \rightarrow X \) for \( l = 2, 3, 5, 6 \) and \( X \rightarrow Y \) for \( l = 1 \) with a maximum absolute value at \( l = 1 \), which implies \( X \rightarrow Y \), and a mean across all the lags, \( \langle \lambda_l \rangle \), which also implies \( X \rightarrow Y \). The causal inferences for the lagged cross-correlation differences are \( Y \rightarrow X \) for \( l = 2, 3, 5, 6 \) and \( X \rightarrow Y \) for \( l = 1, 4 \) with a maximum absolute value at \( l = 1 \), which implies \( X \rightarrow Y \), and a mean across all the lags, \( \langle \Delta_l \rangle \), which also implies \( X \rightarrow Y \). Both the mean across all lags and the maximum absolute value for both tools yields the same causal inference, and that causal inference agrees with intuition for this example. However, the second largest value of both tools in Figure 4 suggests the opposite (counter-intuitive) causal inference.

These lags can be investigated further by examining the correlation plots, i.e., plots of \( (y_{t-l}, x_t) \) (Figure 6) and \( (x_{t-l}, y_t) \)
leaning calculations were not attributable to the specific tolerance domains used in those calculations.

Figure 7 shows the leaning calculation changes sign for small tolerance domains, as expected for the method used in Figure 4 are consistently implied by the leaning calculations using different tolerance domains. ± domains of l 7 shows the leaning calculations using the f-width it will be referred to as the f-standard assignment for that different interval. The assumption, however, has been that the analyst doing the exploratory causal analysis of this synthetic data does not know Eqn. 64 a priori. The question is what causal inference should such an analyst make for this example? It has already been shown that the causal inference would be X \rightarrow Y (which agrees with intuition) if the analyst were to use the average across all the calculated lags for either the leaning or the lagged cross-correlation difference, but the strong counter inferences provided by l = 5 (both \( \langle \lambda \rangle \) and \( \Delta_l \) imply Y \rightarrow X for l = 5) may be seen as a concern that needs to be investigated further. The most desirable path forward may be to change the impulse pattern of X (e.g., by changing the period of the impulse) and see if the leaning and lagged cross-correlation differences change for either the lagging inference or l = 5 (which implies the counter-intuitive inference). As explained in the previous paragraph, it is expected that doing so would change the result for l = 5 but may create a similar result for a different lag, while the l = 1 is expected to remain unchanged. This type of experimental result may be seen as strong evidence that the l = 1 results are the more correct causal inferences for this example system, but such experiments may not be possible. The analyst may only have access to the single instances of X and Y shown in Figure 4. Another possible approach is to calculate the leaning using other tolerance domains.

Consider the tolerance domains used in Figure 4 \( \pm \delta_x = 0.5 \) and \( \pm \delta_y = 1 \). These domains were found by visual inspection of Figures 1 and 2 (by estimating the widths of the peaks around 0). A computational approach is to set the tolerance domains as \( \pm \delta_x = \max(X) - \min(X) \) and \( \pm \delta_y = \max(Y) - \min(Y) \) with \( f = 1/4 \) (see 36 for other examples of setting tolerances domains). This method for setting the tolerance domains will be used often, so for brevity, it will be referred to as the f-width tolerance domains; i.e., this example uses the (1/4)-width tolerance domains. Figure 7 shows the leaning calculation changes sign for small tolerance domains, as expected but is consistently either positive for l = 1 or negative for l = 5 as the tolerance domain increases. This behavior implies the signs of original leaning calculations were not attributable to the specific tolerance domains used in those calculations.

\[46\] “Reasonable” is defined in reference to Figure 2. For example, \( \pm \delta_x = 2 \) would lead to undefined leanings as the domain would be large enough to include all possible values of \( x_t \) and \( \pm \delta_x = 1.5 \) appears equivalent to \( \pm \delta_x = 1.0 \), so both such tolerance domains are considered “unreasonable”.

\[47\] See Section 4.5.
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Figure 5: Lagged cross-correlation plots, $(x_{t-l}, y_t)$, for the instance of Eqn. 64 shown in Figure 1, given lags of $l = 1, 2, \ldots, 6$.

For this example, the MVGC toolbox returns Granger causality log-likelihood statistics of $F_{Y \to X} = 4.1 \times 10^{-3}$ and $F_{X \to Y} = 4.5 \times 10^{-1}$, or $F_{X \to Y} - F_{Y \to X} \approx 4.5 \times 10^{-1}$. The JIDT transfer entropy calculation returns $T_{X \to Y} = 6.0 \times 10^{-1}$ and $T_{Y \to X} = 6.9 \times 10^{-2}$, or $T_{X \to Y} - T_{Y \to X} = 5.3 \times 10^{-1}$. Both of these results imply $X \to Y$, which agrees with intuition. The PAI correlation difference is $-2.0 \times 10^{-3}$, which also implies $X \to Y$. If the leaning and lagged cross-correlation difference contributions to the ECA summary vector are defined as the mean across all the tested lags, then the ECA summary for this example is $|\vec{g}|_2 = 0 \Rightarrow X \to Y$, which, again, is the intuitively correct answer.

Figure 8 shows the ECA summary for different instances of Eqn. 64 evaluated with $A \in [0, 1]$ and $B \in [0, 1]$ in steps on 0.05 and $L = 500$. The leaning and lagged cross-correlation difference causal inferences were made with the average across all the tested lags, and the leaning calculations use the $l$-standard cause-effect assignment with $l = 1, 2, \ldots, 6$ (which are the same lags used by the lagged cross-correlation differences). The tolerance domains are calculated as $\pm \delta_x = f(\max(\mathbf{X}) - \min(\mathbf{X}))$ and $\pm \delta_y = f(\max(\mathbf{Y}) - \min(\mathbf{Y}))$ with $f = 1/4$. The maximum value of $|\vec{g}|_2^2$ shown in Figure 8 is 1 which implies that the ECA summary never implies the counter-intuitive causal inference of $Y \to X$ for this example. The majority of the elements of $\vec{g}$, i.e., $g_1$ (transfer entropy), $g_2$ (Granger), and $g_4$ (leaning), imply the intuitive causal inference of $X \to Y$ for almost every point calculated in Figure 8. Counter-intuitive inferences are implied by $g_3$ (PAI) as $A$ increases when $B$ is relatively small (i.e., as the noise level in the impulse signal increases above the noise level in the response signal), and they are implied by $g_5$ (lagged cross-correlation) as $B$ increases when $A$ is relatively small (i.e., as the noise level in the response signal increases above the noise level in the impulse signal). Interestingly, both $g_3$ and $g_5$ imply the intuitive causal inference if $A \approx B$ for this example.

A more rigorous exploratory causal analysis of this example might investigate further those points in Figure 8 for which the ECA summary does not agree with intuition. It may be possible to change the PAI and lagged cross-correlation difference calculations, e.g., by using different embedding dimensions $E$ and/or delay time steps $\tau$ in the PAI calculations or by pre-treating the data in the lagged cross-correlation difference calculations. If, and how, such changes to the

---

48 The causal inference for $g_2$ failed to be defined for approximately 20 points in Figure 8 because the MVGC toolbox failed to successfully fit a VAR model with the desired maximum model orders for some of the points with low noise in the impulse signal, e.g., $A = 0.05$. Every defined $g_2$, however, agreed with intuition, i.e., $g_2 = 0$. Every calculated $g_1$ and $g_4$ agreed with intuition.
calculations change the causal inferences may provide insight into the relationship between the data sets. Such effort may seem inconsequential or trivial on a synthetic data set, but if an analyst has very little knowledge of the system dynamics that generated a given time series pair, then anything that may be drawn from exploratory causal analysis may be considered helpful.

5.2.2 Cyclic driving with linear response

Consider the linear example dynamical system of

\[ \{X, Y\} = \{\{x_t\}, \{y_t\}\} \]

(65)

where \( t = 0, 1, \ldots, L \),

\[ x_t = a \sin(bt + c) + A\eta_t \]

and

\[ y_t = x_{t-1} + B\eta_t \]

with \( y_0 = 0 \), \( A \in [0,1] \), \( B \in [0,1] \), \( \eta_t \sim \mathcal{N}(0,1) \), and with the amplitude \( a \), the frequency \( b \), and the phase \( c \) all in the appropriate units. This example is very similar to the previous one, except that the driving system \( X \) is sinusoidal.

Let the instance of Eqn. 65 with \( L = 500 \), \( A = 0.1 \), \( B = 0.4 \), \( a = b = 1 \), and \( c = 0 \) shown in Figure 9 be considered the synthetic data set \( (X, Y) \) for the exploratory causal analysis. The histograms of these data shown in Figure 10. These data have a wider spread than the data seen in Figure 1 and do not appear to be clustered about some small set of points. This observation is supported by Figure 10. The tolerance domains might be set by visual inspection of the histograms, as was done in Section 5.2.1, but for this example, the leaning calculation will use the (1/4)-width tolerance domains.

Figure 11 shows strong autocorrelations for both \( X \) and \( Y \), and the autocorrelations appear cyclic. So, the leaning and lagged cross-correlation time series causality tools will not be calculated for more than \( l = 1, 2, \ldots, 20 \), which is the

![Figure 6: Lagged cross-correlation plots, \((y_{t-l}, x_t)\), for the instance of Eqn. 64 shown in Figure 1 given lags of \( l = 1, 2, \ldots, 6 \).](image-url)
lag after which the autocorrelations pattern seems to repeat. The most straightforward cause-effect assignment is the $l$-standard assignment, which will be used with $l = 1, 2, \ldots, 20$.

The leaning and lagged cross-correlation differences are shown in Figure 12 for $l = 1, 2, \ldots, 20$. This figure shows both the weighted mean observed leaning, $\langle \lambda_l \rangle$, and the lagged cross-correlation differences, $\Delta_l$, seem to suggest different causal inferences for almost every third lag. The causal inference for both tools at $l = 1$ is the same, intuitively correct, inference of $X \rightarrow Y$, and the mean across all the lags is $\langle \langle \lambda_l \rangle \rangle = 3.9 \times 10^{-3}$ and $\langle \Delta_l \rangle = -2.9 \times 10^{-2}$, which also imply $X \rightarrow Y$.

For this example, the MVGC toolbox returns Granger causality log-likelihood statistics of $F_{Y \rightarrow X} = 2.8 \times 10^{-2}$ and $F_{X \rightarrow Y} = 2.4 \times 10^{-1}$, or $F_{X \rightarrow Y} - F_{Y \rightarrow X} = 2.1 \times 10^{-1}$. The JIDT transfer entropy calculation returns $T_{X \rightarrow Y} = 7.6 \times 10^{-1}$ and $T_{X \rightarrow Y} - T_{Y \rightarrow X} = 1.9 \times 10^{-1}$. The PAI correlation difference is $-9.8 \times 10^{-3}$, which also implies $X \rightarrow Y$. If the leaning and lagged cross-correlation difference contributions to the ECA summary vector are defined as

$$\vec{g} = (\gamma, \Delta)$$

the counter-intuitive causal inference of $X \rightarrow Y$ for almost every third lag is $\langle \langle \lambda_l \rangle \rangle = 3.9 \times 10^{-3}$ and $\langle \Delta_l \rangle = -2.9 \times 10^{-2}$, which also imply $X \rightarrow Y$. All of these results imply $X \rightarrow Y$, which agrees with intuition.

Figure 13 shows the ECA summary for different instances of Eqn. 64 evaluated with $A \in [0, 1]$ and $B \in [0, 1]$ in steps on 0.05 and $L = 250$. The leaning and lagged cross-correlation difference causal inferences were made with the average across all the tested lags, and the leaning calculations use the $l$-standard cause-effect assignment with $l = 1, 2, \ldots, 20$ (which are the same lags used by the lagged cross-correlation differences). The tolerance domains used the $(1/4)$-width domains. The maximum value of $|g|^2$ shown in Figure 13 is 1, not 5, which suggests that the ECA summary never implies the counter-intuitive causal inference of $Y \rightarrow X$ for this example. However, a visual comparison of Figures 8 and 13 shows the ECA summary agrees with intuition less reliably for this example than for the example of Section 5.2.1. The majority of the elements of $\hat{g}$, i.e., $g_1$ (transfer entropy), $g_2$ (Granger), and $g_4$ (lagged cross-correlation), imply the intuitive causal inference of $X \rightarrow Y$ for almost every point calculated in Figure 13. The ECA summary failed to agree with intuition in this example for all the tested time series pairs because of counter-intuitive inferences implied by $g_3$ (PAI) and $g_4$ (leaning), which differs from the example shown in Section 5.2.1 where $g_4$ implied the intuitive causal inference for every tested time series pair. This observation helps illustrate the need for multiple types of tools in an exploratory causal analysis; the naive application of some tools may be better suited to a given system than others, and the use of different tools together can help guide the analyst in determining how to apply the time series causality tools differently (e.g., by changing the cause-effect assignment of the leaning or the model parameters of the Granger test statistic) for different systems. The inference implied by $g_3$ (PAI) is counter-intuitive as $A$ increases, which is similar to the behavior seen for this tool in Section 5.2.1. The inference implied by $g_4$ (leaning) is counter-intuitive as $B$ increases, which is in contrast to the behavior of $g_3$ (PAI) and implies the ECA summary may agree with intuition for most of the test times.

---

As with the example in Section 5.2.1 the MVGC toolbox failed to successfully fit a VAR model with the desired maximum model orders for some of the points with low noise in the impulse signal (three points were undefined). Again, every defined $g_2$ agreed with intuition, i.e., $g_2 = 0$. Every calculated $g_1$ and $g_3$ agreed with intuition.
Figure 8: ECA summaries for different instances of Eqn. 64 evaluated with $A \in [0, 1]$ and $B \in [0, 1]$ in steps on 0.05 and $L = 500$ with $l$-standard assignment leaning calculations and lagged cross-correlation differences given $l = 1, 2, \ldots, 6$ and leaning tolerance domains calculated as $\pm \delta_x = f(\max(X) - \min(X))$ and $\pm \delta_y = f(\max(Y) - \min(Y))$ with $f = 1/4$. The black indicates $|g|^2 = 0 \Rightarrow X \rightarrow Y$, as expected, and the white indicates $|g|^2 \neq 0$.

series pairs if either $g_4$ or $g_3$ were removed from $\tilde{g}$. As with the example in Section 5.2.1, a more rigorous exploratory causal analysis of this example might investigate further those points in Figure 13 for which the ECA summary does not agree with intuition. It may be possible to change the PAI and weighted mean observed leaning calculations, e.g., by using different embedding dimensions $E$ and/or delay time steps $\tau$ in the PAI calculations or tolerance domains in the leaning calculations.

5.2.3 RL series circuit

Consider a series circuit containing a resistor, inductor, and time varying voltage source related by

$$\frac{dI}{dt} = \frac{V(t)}{L} - \frac{R}{L} I(t),$$

(66)

where $I(t)$ is the current at time $t$, $V(t) = \sin(t)$ is the voltage at time $t$, $R$ is the resistance, and $L$ is the inductance. The time series pair for this example is then

$$\{V, I\} = \{\{V_t\}, \{I_t\}\}$$

(67)

where $V$ is the set of discrete values of $V(t)$ evaluated using $t = 0, f\pi, 2f\pi, 3f\pi, \ldots, 8f\pi$ with $f = 1/10$ and $I$ is the set of discrete values found either by solving Eqn. 66 numerically or by evaluating the analytical solution

$$I(t) = \frac{1}{D} \left(Le^{-\frac{t}{\tau}} + R\sin(t) - L\cos(t)\right)$$

(68)

with $D = L^2 + R^2$ and $\tau = L/R$, for the same time set used for $V$.

Physical intuition is that $V$ drives $I$, and so we expect to find that $V \rightarrow I$. These dynamics are well-known and have been thoroughly explored experimentally [214, 215]. As such, this example presents a slightly different test of the efficacy of the exploratory causal analysis than the last two examples. Previously, the intuitive causal inference relied on intuition about the mathematical form of the dynamics used to create the synthetic data. Here, the intuitive causal inference may be considered physical intuition and empirical experience, rather than any specific form or structure of Eqn. 66.

Figure 14 shows $V$ and $I$ generated with both the analytical solution and a numerical solution to Eqn. 66 using the ode45 integration function in MATLAB. The time series $V$ is created by defining values at fixed points and using linear interpolation to find the time steps required by the ODE solver. Two different physical scenarios are considered in which
L and R are constant, $L = 10\ H$ and $R = 5\ \Omega$ and $L = 5\ H$ and $R = 20\ \Omega$. Figure 14 shows the numerical and analytical solutions, given $L = 10\ H$ and $R = 5\ \Omega$, and $\langle \lambda_l \rangle_l = 3.9 \times 10^{-1}$ and $\langle \Delta_l \rangle_l = -4.7 \times 10^{-1}$, for both the numerical and analytical solutions, given $L = 5\ H$ and $R = 20\ \Omega$. These values all imply $V \rightarrow I$.

The JIDT transfer entropy calculation returns $T_{V \rightarrow I} = 4.8 \times 10^{-1}$ and $T_{I \rightarrow V} = 4.6 \times 10^{-1}$, or $T_{V \rightarrow I} - T_{I \rightarrow V} = 1.7 \times 10^{-2}$ given $L = 10\ H$ and $R = 5\ \Omega$, and $T_{V \rightarrow I} = 3.5 \times 10^{-1}$ and $T_{I \rightarrow V} = 5.0 \times 10^{-2}$, or $T_{V \rightarrow I} - T_{I \rightarrow V} = 3.0 \times 10^{-1}$ given $L = 5\ H$ and $R = 20\ \Omega$. These values imply the intuitively correct causal inference, $V \rightarrow I$. The leaning and lagged cross-correlation difference contributions also imply the intuitive causal inference. The ECA summary for this example, however, is undefined for both physical scenarios because neither $g_2$ (Granger) nor $g_3$ (PAI) are defined. The PAI difference is undefined for these examples because the algorithm used to calculate the PAI correlations fails if two points in the shadow manifold have a separation distance of zero.\footnote{This scenario leads to a division by zero. See step 2 and 3 of the algorithm outlined in Section 4.3. The implementation of the PAI algorithm used in this work declares the correlations undefined in such scenarios.} Likewise, the MVGC toolbox algorithms fail to return defined log-likelihood statistics for this example. These issues may be seen as technical issues regarding the different implementation algorithms or fundamental issues regarding the use of these techniques with “perfect” signals (such as $V$ in this example). The use of multiple times series causality tools for the exploratory analysis, as has been done in this example, helps the analyst to understand the undefined results do not necessarily imply a lack of possible causal inferences.

This example can also illustrate the importance of sample frequency and sample length. For example, the leaning calculation requires an assumed cause and effect pair to appear in the data enough times to provide reliable estimates.
Figure 11: Autocorrelations of the instances of $X$ and $Y$ of Eqn. 65 shown in Figure 9 given lags of $l = 1, 2, \ldots, 50$. The autocorrelations are $|r(b_{t-l}, b_t)|^2$ where $r(\cdot)$ is the Pearson correlation coefficient between the lagged $l$ series $\{b_{t-l}\}$ and the time series $\{b_t\}$.

Figure 12: Lagged cross-correlation differences, $\Delta_l$, and weighted mean observed leanings, $\langle \lambda_l \rangle$, (given an $l$-standard cause-effect assignment with (1/4)-width tolerance domains) for the instances of Eqn. 65 shown in Figure 9 given lags of $l = 1, 2, \ldots, 20$.

of probabilities. Thus, data that is sampled for too few periods or too sparsely may lead to leanings that do not agree with intuition. Consider the signals shown in Figure 14 with $L = 10 \text{ H}$ and $R = 5 \text{ } \Omega$ sampled at the time steps $t = 0, f\pi, 2f\pi, 3f\pi, \ldots, 8\pi$ for $f = 80^{-1}, 60^{-1}, 40^{-1}, 20^{-1}, 10^{-1}$ and $5^{-1}$. The tolerance domains for the leaning calculation will be set as the (1/4)-width domains, and the number of lags to average over for the ECA summary using the leaning and lagged cross-correlation difference will be set as $l = 1, \ldots, l_a$, where $l_a$ is the lag for which the autocorrelation of the voltage signal is minimum in a set of autocorrelations calculated with lags from 1 to half the length of $V$. This method is not equivalent to the method used to produce Figure 17 (which relied on a visual inspection of Figure 16), but it is easier to implement computationally and for $f = 10^{-1}$ it provides leaning and lagged cross-correlation difference calculations that imply the same causal inference as Figure 17. Table 3 shows the variation of $\tilde{g}$ as $f$ changes. The ECA summary is undefined at each sampling frequency but $g_3$ (PAI) begins to imply the intuitive causal inference as $f$ in increases. Nothing about the signals has physically changed but the times series data (upon which the causal inference is drawn) has changed because of the changing sampling procedure.
5.2.4 Cyclic driving with non-linear response

Consider the nonlinear dynamical system of

\[ \{X, Y\} = \{\{x_t\}, \{y_t\}\} \]  

(69)

where \( t = 0, 1, \ldots, L \),

\[ x_t = a \sin(bt + c) + A \eta_t \]

and

\[ y_t = B x_{t-1} (1 - C x_{t-1}) + D \eta_t, \]

with \( y_0 = 0 \), with \( A, B, C, D \in [0, 1] \), \( \eta_t \sim \mathcal{N}(0,1) \), and with the amplitude \( a \), the frequency \( b \), and the phase \( c \) all in the appropriate units given \( t = 0, f \pi, 2f \pi, 3f \pi, \ldots, 6\pi \) with \( f = 1/30 \), which implies \( L = 181 \).

Let the instance of Eqn. 69 with \( A = 0.1, B = 0.3, C = 0.4, D = 0.5, a = b = 1 \), and \( c = 0 \) shown in Figure 18 be the time series pair \((X, Y)\) for the exploratory causal analysis. The tolerance domains for the leaning calculation are set as the \((1/4)\)-width tolerance domains.

Figure 19 shows strong cyclic autocorrelations for \( X \). The autocorrelations of \( Y \) are apparently acyclic, which might make it difficult to set the number of leaning and lagged cross-correlation difference lags to calculate based on \( Y \) in Figure 19. The leaning (using the \( l\)-standard assignment) and lagged cross-correlation time series causality tools will not be calculated for more than \( l = 1, 2, \ldots, 15 \), which is the lag after which the autocorrelations pattern seems to repeat for \( X \).
(a) \( I \) (\( L = 10 \) H and \( R = 5 \) \( \Omega \))
(b) \( I \) (\( L = 5 \) H and \( R = 20 \) \( \Omega \))
(c) \( V \)

Figure 14: The voltage and current signals of a circuit containing a resistor \( R \) and inductor \( L \) in series where the driving voltage is \( V(t) = \sin(t) \) and the current response is given by the solution to Eqn. 66. Eqn. 66 is solved both numerically (represented by the open dots in (a) and (b)) and analytically (represented by the solid dots in (a) and (b)). The signals are plotted for a sampling length of 8\( \pi \) seconds at a sampling interval of 10\( -1 \pi \) (or a sampling frequency of approximately 3 Hz), which corresponds to a time series length of 81 data points.

The leaning and lagged cross-correlation differences are shown in Figure 20 for \( l = 1, 2, \ldots, 20 \). This figure shows both the weighted mean observed leaning, \( \langle \lambda_l \rangle \), and the lagged cross-correlation differences, \( \Delta_l \), seem to suggest the intuitive causal inference, \( X \rightarrow Y \), for the majority of the calculated lags. The mean across all the lags is \( \langle \langle \lambda_l \rangle \rangle = 8.4 \times 10^{-3} \) and \( \langle \Delta_l \rangle = -6.8 \times 10^{-2} \), which both imply \( X \rightarrow Y \). For this example, the MVGC toolbox returns Granger causality log-likelihood statistics of \( F_{X \rightarrow Y} - F_{Y \rightarrow X} = 2.6 \times 10^{-1} \). The JIDT transfer entropy calculation returns \( T_{X \rightarrow Y} - T_{Y \rightarrow X} = 2.7 \times 10^{-1} \). The PAI correlation difference is \( -1.8 \times 10^{-3} \), which also implies \( X \rightarrow Y \). All of these results imply \( X \rightarrow Y \), which agrees with intuition.

A natural question is whether the data series shown in Figure 18 is a unique instance of Eqn. 69. The synthetic data examples have, so far, interpreted the instances of Eqn. 64, 65, and 69 being explored as the only collection of data points potentially collected by an analyst. However, the stochastic noise present in each of these examples raises the question of whether or not the ECA summaries for these examples would have agreed with intuition for a different instance of these systems; i.e., for instances of Eqn. 64, 65, and 69 with the same coefficients as those used to create Figures 1, 9, and 18 but different realizations of the stochastic noise terms \( \eta_t \). In many physical systems, an analyst may be able to measure several instances of \( X \) and \( Y \). Exploratory causal analysis may be performed on the collection of times series pairs. For example, given \( m \) sets of the pair \((X, Y)\), then an analyst may combine the time series in some way (e.g., \( X = \{x_{lt} = m^{-1} \sum_{l=1}^{m} x_{lt,i} \} \forall t = 1, 2, \ldots, L \} \) where \( X_t = \{x_{lt,i} \} \) is the \( i \)th measured instance of \( X \), which contains \( L \) data points) and form an ECA summary used the combined data series, or an analyst may calculate \( m \) ECA summaries which may then be used for causal inference.

Consider \( 10^4 \) instances of Eqn. 69 with the coefficients shown in Figure 18. Table 4 shows the ECA summary vector distribution for this collection of time series pairs. The individual causal inferences \( g_1 \) (transfer entropy), \( g_2 \) (Granger

It is interesting to note that the MVGC toolbox uses a linear VAR model fitting procedure that implies the intuitively correct causal
The leaning calculation uses (1/4)-width tolerance domains and both the leaning and the lagged cross-correlation differences are calculated as the mean of lags $l = 1, 2, \ldots, 15$. The average leaning, $\langle |\lambda_i| \rangle$, across all $10^4$ instances is $\langle |\lambda_i| \rangle = 4 \times 10^{-3}$ and the average lagged cross-correlation difference, $\langle \Delta_l \rangle = -4.3 \times 10^{-2}$, both of which imply the intuitive causal inference. A bootstrapping [216] procedure can be set up with the sample of leaning and lagged cross-correlation calculations, whereby $10^6$ means are calculated from new sets (of the same size as the original set) of leanings and lagged cross-correlations that have been sampled (with replacement) from the original set. This procedure yields no negative means for the leaning calculation and no positive means for the lagged cross-correlation differences; the null hypothesis that the mean leaning value is negative (i.e., $\langle |\lambda_i| \rangle < 0$) and the null hypothesis that the mean lagged cross-correlation difference is positive (i.e., $\langle \Delta_l \rangle > 0$) can be rejected with a p-value less than $10^{-6}$. The 90% confidence interval for the mean of the $10^6$ bootstrapped leaning calculation means is $[3.7 \times 10^{-3}, 4.3 \times 10^{-3}]$ and for the lagged cross-correlation means is $[-4.4 \times 10^{-2}, -4.1 \times 10^{-2}]$. These results imply the intuitively correct causal inference for both $g_4$ and $g_5$.

It becomes more difficult to visualize the agreement between the ECA summary and intuition for different sets of system parameters as the parameter space becomes larger. Eqn. 69 has a 4-dimensional parameter space in which such agreement may be explored, $A$, $B$, $C$, and $D$ where $a$, $b$, and $c$ are held constant. One option for visualization may be plotting points within the unit cube framed by $B$, $C$, and $D$ for a given $A$ where $|g|^2 = 0$. Every point tested within the 4-D parameter space for which the ECA summary agrees with intuition should appear in one of the units cubes. The number of plots, however, becomes unwieldy if $A$ is sampled for more than a few points on the unit domain, and the reader would rely on counting the number of points on each plot and comparing it to the total number of tested points to determine how often the ECA summary failed to agree with intuition. Rather than produce such a set of plots, the 4-D parameter space will be sampled to provide descriptive statistics. The four parameters were sampled in steps of 0.05 in the domains of $A \in [0.05, 0.55]$ and $B, C, D \in [0.05, 1.0]$ for a total of 88,000 instances of Eqn. 69. The ECA summary agreed with intuition, i.e., $|g|^2 = 0$, in 60,155 (68%) of those instances. Most of the time series causality tools that failed to imply the intuitive causal inference did so by implying the counter-intuitive causal inference, i.e., $g_i \neq 2$ for any $i \neq 2$ of any of the ECA summary vectors. The only exception was $g_2$ (Granger) which failed to provide any causal inference if a VAR forecast model could not be fit to the data within the requested maximum model order by the MVGC toolbox. The fewest counter-intuitive inferences were implied by $g_1$ (transfer entropy) with 381 or 0.43% of the total number of tested instances. The majority (327 or 86%) of those 381 counter-intuitive implications occurred for instances with $C > 0.5$ and/or $D > 0.5$. The majority (3,414 or 73%) of the 4,686 (5.3% of the total number of tested instances) counter-intuitive inferences implied by $g_3$ (PAI) occurred for instances with $B > 0.5$ and/or $C > 0.5$. The highest number of counter-intuitive inferences were implied by $g_4$ (leaning) and $g_5$ (lagged cross-correlation) with 19,971 and 14,051, or 23% and 16% of the total number of instances, respectively. The counter-intuitive inferences implied by both tools occurred mostly (65% for $g_4$ and 68% for $g_5$) for instances with $D > 0.5$. The number of lags used in the calculation of both the leaning and the lagged cross-correlation difference was fixed (with $l = 1, 2, \ldots, 15$) for each tested instance of Eqn. 69. More intuitive causal inferences may have been implied by $g_1$ and $g_2$ if the number of lags used in those calculations was algorithmically set, e.g., with autocorrelation lengths as was discussed in Section 5.2.3. The (1/4)-width tolerance domains used in the leaning calculation may also have contributed to the counter-intuitive inferences in some instances. This assumption might be checked by varying the tolerance domains in the leaning calculation for every tested instance of Eqn. 69 for which the (1/4)-width tolerance domain calculations implied a counter-intuitive causal inference.

### Table 4: The ECA summary distribution of $10^4$ instances of Eqn. 69 with the coefficients shown in Figure 18

<table>
<thead>
<tr>
<th>$\hat{g}$</th>
<th>counts</th>
<th>ECA summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 0, 0, 0)</td>
<td>5707</td>
<td>undefined</td>
</tr>
<tr>
<td>(0, 0, 0, 0, 1)</td>
<td>231</td>
<td>undefined</td>
</tr>
<tr>
<td>(0, 0, 0, 1, 0)</td>
<td>1608</td>
<td>undefined</td>
</tr>
<tr>
<td>(0, 0, 0, 1, 1)</td>
<td>2454</td>
<td>undefined</td>
</tr>
</tbody>
</table>

and $g_3$ (PAI) agree with intuition for every instance. The two that imply counterintuitive causal inferences do so only for a minority of the tested instances, approximately 41% of the instances for $g_4$ (leaning) and approximately 27% of the instances for $g_5$ (lagged cross-correlation). The leaning calculation uses (1/4)-width tolerance domains and both the leaning and the lagged cross-correlation differences are calculated as the mean of lags $l = 1, 2, \ldots, 15$. The average leaning, $\langle |\lambda_i| \rangle$, across all $10^4$ instances is $\langle |\lambda_i| \rangle = 4 \times 10^{-3}$ and the average lagged cross-correlation difference, $\langle \Delta_l \rangle = -4.3 \times 10^{-2}$, both of which imply the intuitive causal inference. A bootstrapping procedure can be set up with the sample of leaning and lagged cross-correlation calculations, whereby $10^6$ means are calculated from new sets (of the same size as the original set) of leanings and lagged cross-correlations that have been sampled (with replacement) from the original set. This procedure yields no negative means for the leaning calculation and no positive means for the lagged cross-correlation differences; the null hypothesis that the mean leaning value is negative (i.e., $\langle |\lambda_i| \rangle < 0$) and the null hypothesis that the mean lagged cross-correlation difference is positive (i.e., $\langle \Delta_l \rangle > 0$) can be rejected with a p-value less than $10^{-6}$. The 90% confidence interval for the mean of the $10^6$ bootstrapped leaning calculation means is $[3.7 \times 10^{-3}, 4.3 \times 10^{-3}]$ and for the lagged cross-correlation means is $[-4.4 \times 10^{-2}, -4.1 \times 10^{-2}]$. These results imply the intuitively correct causal inference for both $g_4$ and $g_5$.

It becomes more difficult to visualize the agreement between the ECA summary and intuition for different sets of system parameters as the parameter space becomes larger. Eqn. 69 has a 4-dimensional parameter space in which such agreement may be explored, $A$, $B$, $C$, and $D$ where $a$, $b$, and $c$ are held constant. One option for visualization may be plotting points within the unit cube framed by $B$, $C$, and $D$ for a given $A$ where $|g|^2 = 0$. Every point tested within the 4-D parameter space for which the ECA summary agrees with intuition should appear in one of the units cubes. The number of plots, however, becomes unwieldy if $A$ is sampled for more than a few points on the unit domain, and the reader would rely on counting the number of points on each plot and comparing it to the total number of tested points to determine how often the ECA summary failed to agree with intuition. Rather than produce such a set of plots, the 4-D parameter space will be sampled to provide descriptive statistics. The four parameters were sampled in steps of 0.05 in the domains of $A \in [0.05, 0.55]$ and $B, C, D \in [0.05, 1.0]$ for a total of 88,000 instances of Eqn. 69. The ECA summary agreed with intuition, i.e., $|g|^2 = 0$, in 60,155 (68%) of those instances. Most of the time series causality tools that failed to imply the intuitive causal inference did so by implying the counter-intuitive causal inference, i.e., $g_i \neq 2$ for any $i \neq 2$ of any of the ECA summary vectors. The only exception was $g_2$ (Granger) which failed to provide any causal inference if a VAR forecast model could not be fit to the data within the requested maximum model order by the MVGC toolbox. The fewest counter-intuitive inferences were implied by $g_1$ (transfer entropy) with 381 or 0.43% of the total number of tested instances. The majority (327 or 86%) of those 381 counter-intuitive implications occurred for instances with $C > 0.5$ and/or $D > 0.5$. The majority (3,414 or 73%) of the 4,686 (5.3% of the total number of tested instances) counter-intuitive inferences implied by $g_3$ (PAI) occurred for instances with $B > 0.5$ and/or $C > 0.5$. The highest number of counter-intuitive inferences were implied by $g_4$ (leaning) and $g_5$ (lagged cross-correlation) with 19,971 and 14,051, or 23% and 16% of the total number of instances, respectively. The counter-intuitive inferences implied by both tools occurred mostly (65% for $g_4$ and 68% for $g_5$) for instances with $D > 0.5$. The number of lags used in the calculation of both the leaning and the lagged cross-correlation difference was fixed (with $l = 1, 2, \ldots, 15$) for each tested instance of Eqn. 69. More intuitive causal inferences may have been implied by $g_1$ and $g_2$ if the number of lags used in those calculations was algorithmically set, e.g., with autocorrelation lengths as was discussed in Section 5.2.3. The (1/4)-width tolerance domains used in the leaning calculation may also have contributed to the counter-intuitive inferences in some instances. This assumption might be checked by varying the tolerance domains in the leaning calculation for every tested instance of Eqn. 69 for which the (1/4)-width tolerance domain calculations implied a counter-intuitive causal inference.
### 5.2.5 Coupled logistic map

Consider the nonlinear dynamical system of

\[
\{X, Y\} = \{\{x_t\}, \{y_t\}\}
\]

where \(t = 0, 1, \ldots, L\),

\[ x_t = x_{t-1} (r_x - r_x x_{t-1} - \beta_{xy} y_{t-1}) \]

and

\[ y_t = y_{t-1} (r_y - r_y y_{t-1} - \beta_{yx} x_{t-1}) \]

where the parameters \(r_x, r_y, \beta_{xy}, \beta_{yx} \in \mathbb{R} \geq 0\). This pair of equations is a specific form of the two-dimensional coupled logistic map system often used to model population dynamics \cite{217} and it was a system used in the introduction of cross convergent mapping, CCM, which is a SSR time series causality tool \cite{30}.

Sugihara et al. \cite{30} note that \(\beta_{xy} > \beta_{yx}\) intuitively implies \(Y\) “drives” \(X\) more than \(X\) “drives” \(Y\), and vice versa. Such intuition, however, can be difficult to justify for all instances of Eqn. \(70\). The \(x_{t-1}\) term that appears in \(y_t\) can be seen as a function of \(x_{t-2}\) with coefficients of \(\beta_{yx} r_x\). These product coefficients suggest that if \(r_x > r_y\), then \(X\) may be seen as the stronger driver in the system even if \(\beta_{yx} < \beta_{xy}\). The same argument can be made, with the appropriate substitutions, to show that \(Y\) may be seen as the stronger driver in the system even if \(\beta_{xy} < \beta_{yx}\). As such, there is no clear intuitive causal inference for this system.

Consider the instance of Eqn. \(70\) with \(L = 500\), \(\beta_{xy} = 0.5\), \(\beta_{yx} = 1.5\), \(r_x = 3.8\), and \(r_y = 3.2\) with initial conditions \(x_0 = y_0 = 0.4\) shown in Figure \(21\). For this example, \(r_x > r_y\), \(\beta_{yx} > \beta_{xy}\), and the initial conditions are the same, which implies the intuitive causal inference for this example is \(X \rightarrow Y\). The histograms of these data shown in Figure \(22\). For this example, the leaning calculation will use the \((1/4)\)-width tolerance domains.

Figure \(23\) shows strong autocorrelations for both \(X\) and \(Y\) for a lag of \(l = 1\) and progressively weaker autocorrelations for \(l = 2, 3, 4\) with minimal autocorrelations for \(l \geq 5\). The autocorrelations do not appear cyclic. The argument was made in Section \(5.2.1\) that cyclic patterns in the autocorrelations of either times series might be used to limit the number of lags for which the leanings and lagged cross-correlation differences are calculated, i.e., it was argued that a repeating autocorrelation pattern after a given lag \(l\) may imply that the leaning or cross-correlation calculations using lags greater than \(l\) would give redundant information for drawing causal inferences. This argument is not applicable for this example given that there are no apparent cyclic autocorrelation patterns. There is no \textit{a priori} reason to assume reasonable cause-effect assignments for the leaning might be drawn from autocorrelation patterns (i.e., the relationship of a signal to itself at different points in time is not necessarily related to the relationship between that signal and its potential driving or response partner signal). However, visual inspection of the signals in Figure \(21\) shows the signals have (roughly) similar shapes. So, it may be reasonable to assume that if the signal \(X\) has a strong relationship with its own past at a given \(l\) then, by a loose similarity argument, the partner signal \(Y\) may also have a strong relationship with \(X\) at lag \(l\). For this example, the leaning (with the \(l\)-standard assignment) and lagged cross-correlation time series causality tools will be calculated for lags \(l = 1, 2, \ldots, 4\), given the autocorrelations seem to decrease significantly for \(l \geq 5\). A cause-effect assignment must be made to calculate the leaning. It will be shown that the leaning calculated using the \(l\)-standard assignment with \(1, 2, 3, 4\) implies the same causal inference as the other time series causality tools used in this example.

The leaning and lagged cross-correlation differences are shown in Figure \(24\) for \(l = 1, 2, \ldots, 4\). This figure shows both the weighted mean observed leaning, \(<\lambda_l>\), and the lagged cross-correlation differences, \(\Delta_l\), imply the intuitively correct causal inference \(X \rightarrow Y\). The mean across all the lags is \(<\langle\lambda_l\rangle>_l = 2.7 \times 10^{-1}\) and \(<\Delta_l>_l = -2.6 \times 10^{-1}\), both of which imply \(X \rightarrow Y\).

For this example, the MVGC toolbox returns Granger causality log-likelihood statistics of \(F_X \rightarrow Y - F_Y \rightarrow X = 5.4 \times 10^{-1}\). The JIDT transfer entropy calculation returns \(T_X \rightarrow Y - T_Y \rightarrow X = 4.9 \times 10^{-1}\). The PAI correlation difference is \(-3.9 \times 10^{-3}\). If the leaning and lagged cross-correlation difference contributions to the ECA summary vector are defined as the mean across all the tested lags, then the ECA summary for this example is \(|\vec{g}|^2 = 0 \Rightarrow X \rightarrow Y\). All of these results imply \(X \rightarrow Y\), which agrees with intuition.

The parameter space of Eqn. \(70\) provides an opportunity to ask many interesting questions about the exploratory causal analysis. For example, an instance of Eqn. \(70\) with \(L = 500\), \(\beta_{xy} = \beta_{yx} = 1.0\), \(r_x = r_y = 3.5\) and \(x_0 = y_0 = 0.4\) leads to an ECA summary vector of \(\vec{g} = (2, 2, 2, 2, 2)\) (given \(g_4\) (leaning) and \(g_5\) (lagged cross-correlation) calculated in the same fashion as the previous example, i.e., Figure \(18\). The intuitive causal inference for this instance of Eqn. \(69\) is not obvious and the undefined ECA summary seems to imply this confusion is not remedied by the exploratory causal analysis approach. Changing the system parameters slightly to \(L = 500\), \(\beta_{xy} = \beta_{yx} = 1.0\), \(r_x = 3.6\), \(r_y = 3.4\) and \(x_0 = y_0 = 0.4\) leads to an ECA summary vector of \(\vec{g} = (1, 2, 1, 0, 0)\). It may be argued that the intuitive causal inference in this case is \(X \rightarrow Y\) because \(r_x > r_y\) with all the other systems parameters being equal. This intuition, however, is not reflected by the ECA summary vector, where only two of the time series causality tools imply that intuitive inference, \(g_4\) (leaning)
and \( g_5 \) (lagged cross-correlation). Consider instead \( L = 500, \beta_{xy} = 1.1, \beta_{yx} = 0.9, r_x = r_y = 3.5 \) and \( x_0 = y_0 = 0.4 \), which leads to an ECA summary vector of \( \vec{g} = (0, 2, 2, 0, 1) \). The intuitive causal inference in this case might be \( Y \to X \) because \( \beta_{xy} > \beta_{yx} \) with all the other systems parameters being equal, but only one tool, \( g_5 \) (lagged cross-correlation), implies this inference in the ECA summary vector. The initial conditions of the system also affect the ECA summary, e.g., \( L = 500, \beta_{xy} = \beta_{yx} = 1.0, r_x = r_y = 3.5, x_0 = 0.3 \) and \( y_0 = 0.5 \) leads to \( \vec{g} = (1, 2, 2, 1, 0) \). The ECA summary does, however, seem to agree with intuition when such intuitions are straightforward for a given instance of Eqn. 69 e.g., \( L = 500, \beta_{xy} = \beta_{yx} = 0.5, r_x = 3.0\), \( r_y = 3.8 \), and \( x_0 = y_0 = 0.4 \) leads to \( \vec{g} = (1, 1, 0, 1, 1) \) (which implies \( Y \to X \), as expected, for all \( g_i \) except \( g_3 \) (PAI)) and \( L = 500, \beta_{xy} = 0.5, \beta_{yx} = 2.0, r_x = r_y = 3.5, \) and \( x_0 = y_0 = 0.4 \) leads to \( \vec{g} = (0, 2, 2, 0, 0) \) (which implies \( X \to Y \), as expected, for a majority of the \( g_i \)).

5.2.6 Impulse with multiple linear responses

Consider the multivariate system of

\[
\{X, Y, Z\} = \{\{x_t\}, \{y_t\}, \{z_t\}\} \tag{71}
\]

where \( t = 0, 1, \ldots, L \),

\[
x_t = \begin{cases} 2 & \forall t \in \{t \mid t \neq 1 \text{ and } t \text{ mod } 5 \neq 0\} \\ 2 & \forall t \in \{t \mid t \text{ mod } 5 = 0\} \\
\end{cases} \tag{72}
\]

and

\[
y_t = x_{t-1} + B\eta_t ,
\]

and either (case 1)

\[
z_t = y_{t-1} \tag{73}
\]

or (case 2)

\[
z'_t = y_{t-1} + y_t = y_{t-1} + x_{t-1} + B\eta_t \tag{74}
\]

or (case 3)

\[
z''_t = y_{t-1} + x_{t-1} + z'_{t-1}
\]

with \( y_0 = 0, B \in \mathbb{R} \geq 0, \eta_t \sim N(0, 1) \), and \( L = 500 \).

In case 1, \( Z \) depends directly on \( Y \) and indirectly on \( X \) (through \( Y \), which depends directly on \( X \)). The intuitive causal inference is then \( Y \to Z \) and \( X \to Z \). Case 2, despite the additional \( Y \) dependence in \( Z \), has the same intuitive causal inference as case 1. In case 3, \( Z \) depends directly on itself and both \( Y \) and \( X \). Case 3 also has the same intuitive causal inference.

Consider the instance of Eqn. 44 with \( L = 500, A = 0.4, \) and \( B = 0.6 \) shown in Figure 25. The leaning calculation will use (1/4)-width tolerance domains. Histograms of these data are shown in Figure 26. Figure 27 shows strong autocorrelations for \( X, Y, \) and \( Z \) (for cases 1 and 2) at \( l = 6, 12, 18, \ldots, 48 \), which is expected given the similar forms of Eqn. 71 and 64 (see Section 5.2.1). The leaning (using the \( l \)-standard assignment) and lagged cross-correlation calculations will use lags \( l = 1, 2, \ldots, 6 \).

Figure 28 shows both the weighted mean observed leaning, (\( \lambda_l \)), and the lagged cross-correlation differences, \( \Delta_l \), for each of the seven time series pairs in this example, (\( X, Y \), (\( X, Z \), for all three cases), and (\( Y, Z \)) for all three cases). Table 5 shows the values of each of the five time series causality tools used in this exploratory causal analysis for each of the time series pairs in this example with the mean leaning across all the lags labeled “L”, the mean lagged cross-correlation difference labeled “LCC”, Granger causality log-likelihood statistics difference (i.e., \( F_{X \to Y} - F_{Y \to X} \), calculated by the MVGC toolbox) labeled “GC”, the transfer entropy difference (i.e., \( T_{X \to Y} - T_{Y \to X} \), calculated with the JIDT) labeled “TE”, and the PAI correlation difference labeled “PAI”. Table 5 also shows the ECA summary and vector for each pair.

Table 5 shows the individual values for each tool used during the exploratory analysis along with the ECA summary vector. Table 4 shows how these ECA summaries compare both the the intuitive causal inferences for each case and to the majority-vote inference, i.e, the causal inference implied by the majority of the times series causality tools used during the analysis. The ECA summary of \( X \to Y \), and its agreement with the intuitive inference, may have been expected given the similarity of this example to the one discussed in Section 5.2.1 but the only two other ECA summaries that agree with the intuitive inferences are for case 1 and 2 of the pair (\( X, Z \)). The ECA summary is undefined for every other time series pair. The ECA summary was undefined for case 1 and 2 of the pair (\( Y, Z \) because \( g_2 \) (Granger) was undefined. In these scenarios, along with case 3 of both pairs, the MVGC toolbox failed to fit a VAR model to the data with the maximum request model parameters and/or within the maximum allotted computation time. However, the majority-vote inference agrees with intuition for case 1 and 2 of the pair (\( Y, Z \)). Interestingly, the majority-vote inference for case 3 of
Table 5: The values of each of the five time series causality tools used in this exploratory causal analysis for each of the time series pairs shown in Figure 25 with the mean leaning across all the lags labeled “L”, the mean lagged cross-correlation difference labeled “LCC”, Granger causality log-likelihood statistics difference (i.e., \( F_{X \rightarrow Y} - F_{Y \rightarrow X} \), calculated by the MVGC toolbox) labeled “GC”, the transfer entropy difference (i.e., \( T_{X \rightarrow Y} - T_{Y \rightarrow X} \), calculated with the JIDT) labeled “TE”, and the PAI correlation difference labeled “PAI”. An entry of “n/a” in the GC column indicates the MVGC toolbox failed to fit a VAR model to the data with the maximum request model parameters and/or within the maximum allotted computation time.

<table>
<thead>
<tr>
<th>(X, Y)</th>
<th>TE</th>
<th>GC</th>
<th>PAI</th>
<th>L</th>
<th>LCC</th>
<th>( \mathbf{g} )</th>
<th>ECA summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X, Z) (case 1)</td>
<td>2.7 ( \times 10^{-2} )</td>
<td>7.9 ( \times 10^{-1} )</td>
<td>-1.2 ( \times 10^{-2} )</td>
<td>2.2 ( \times 10^{-2} )</td>
<td>-1.6 ( \times 10^{-2} )</td>
<td>(0, 0, 0, 0, 0)</td>
<td>X ( \rightarrow ) Y</td>
</tr>
<tr>
<td>(X, Z) (case 2)</td>
<td>2.8 ( \times 10^{-1} )</td>
<td>6.5 ( \times 10^{-1} )</td>
<td>-6.8 ( \times 10^{-3} )</td>
<td>2.5 ( \times 10^{-2} )</td>
<td>-3.7 ( \times 10^{-2} )</td>
<td>(0, 0, 0, 0, 0)</td>
<td>X ( \rightarrow ) Z</td>
</tr>
<tr>
<td>(X, Z) (case 3)</td>
<td>-2.7 ( \times 10^{-2} )</td>
<td>n/a</td>
<td>4.1 ( \times 10^{-3} )</td>
<td>5.9 ( \times 10^{-4} )</td>
<td>1.9 ( \times 10^{-3} )</td>
<td>(1, 2, 1, 0, 1)</td>
<td>undefined</td>
</tr>
<tr>
<td>(Y, Z) (case 1)</td>
<td>1.8</td>
<td>n/a</td>
<td>-5.3 ( \times 10^{-3} )</td>
<td>1.2 ( \times 10^{-1} )</td>
<td>-7.7 ( \times 10^{-2} )</td>
<td>(0, 2, 0, 0, 0)</td>
<td>undefined</td>
</tr>
<tr>
<td>(Y, Z) (case 2)</td>
<td>3.2 ( \times 10^{-1} )</td>
<td>n/a</td>
<td>-6.9 ( \times 10^{-5} )</td>
<td>3.6 ( \times 10^{-2} )</td>
<td>-6.0 ( \times 10^{-2} )</td>
<td>(0, 2, 0, 0, 0)</td>
<td>undefined</td>
</tr>
<tr>
<td>(Y, Z) (case 3)</td>
<td>-4.6 ( \times 10^{-2} )</td>
<td>n/a</td>
<td>1.1 ( \times 10^{-2} )</td>
<td>4.1 ( \times 10^{-4} )</td>
<td>7.5 ( \times 10^{-3} )</td>
<td>(1, 2, 1, 0, 1)</td>
<td>undefined</td>
</tr>
</tbody>
</table>

Table 6: Comparisons of the ECA summaries for each of the time series pairs shown in Figure 25 with the intuitive inferences and the “majority-vote” inference, i.e., the causal inference implied by the majority of the times series causality tools used during the exploratory causal analysis.

<table>
<thead>
<tr>
<th>ECA summary</th>
<th>Majority-vote inference</th>
<th>Intuitive inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X, Y)</td>
<td>X ( \rightarrow ) Y</td>
<td>X ( \rightarrow ) Y</td>
</tr>
<tr>
<td>(X, Z) (case 1)</td>
<td>X ( \rightarrow ) Z</td>
<td>X ( \rightarrow ) Z</td>
</tr>
<tr>
<td>(X, Z) (case 2)</td>
<td>X ( \rightarrow ) Z</td>
<td>X ( \rightarrow ) Z</td>
</tr>
<tr>
<td>(X, Z) (case 3)</td>
<td>undefined</td>
<td>Z ( \rightarrow ) X</td>
</tr>
<tr>
<td>(Y, Z) (case 1)</td>
<td>undefined</td>
<td>Y ( \rightarrow ) Z</td>
</tr>
<tr>
<td>(Y, Z) (case 2)</td>
<td>undefined</td>
<td>Y ( \rightarrow ) Z</td>
</tr>
<tr>
<td>(Y, Z) (case 3)</td>
<td>undefined</td>
<td>Z ( \rightarrow ) Y</td>
</tr>
</tbody>
</table>
both time series pairs in counter-intuitive. Only \( g_4 \) (leaning) agrees with intuition for the case 3 pairs. These counter-intuitive majority-vote inferences may imply case 3 of \( \mathbf{Z} \) has some property that makes time series causality particularly unreliable. Case 3 of \( \mathbf{Z} \) is, e.g., apparently non-stationary. The autoregressive term in \( z'_l \) of Eqn. 71 is unique among all the cases of \( \mathbf{Z} \) in this example. These properties may lead to unreliable exploratory causal analysis with the time series causality tools being used in this work. This idea might be explored by focusing on more synthetic data examples with response signals similar to case 3 of \( \mathbf{Z} \), i.e., with autoregressive terms and/or non-stationary. In this example, however, the counter-intuitive inferences illustrate that exploratory causal analysis inferences may be unreliable in the presence of confounding. Although, if an analyst only had access to \( \mathbf{Y} \) and \( \mathbf{Z} \) in this example, then the majority-vote inferences would still imply the intuitive causal inference in every case except case 3, as seen in Table 6.

5.3 Empirical data examples

Empirical data sets with known (or assumed) causal relationships may be used to understand how exploratory causal inference using leanings might be done if the system dynamics are unknown (or sufficiently complicated to make first principle numerical comparisons cumbersome).

5.3.1 Snowfall data

Figure 29 shows a collection of data sets (some of which are time series with known, intuitive, or assumed causal relationships meant for use in the testing of causal discovery algorithms in machine learning [218].

Figure 29(a) and (b) are times series of the daily snowfall (the expected response) and mean temperature (the expected driver) from July 1, 1972 to December 31, 2009 at Whistler, BC, Canada (Latitude: 50°04'04.000'' N, Longitude: 122°56'50.000'' W, Elevation: 1835.00 meters). From [218], “Common sense tells us that \( \mathbf{X} \) [mean temperature] causes \( \mathbf{Y} \) [snow fall] (with maybe very small feedback of \( \mathbf{Y} \) on \( \mathbf{X} \)). Confounders are present (e.g., day of the year).” These time series correspond to data set 87 of the MLR [218]. Thus, following the notation of Figure 29, the intuitive causal inference for this example is \( \mathbf{X} \rightarrow \mathbf{Y} \).

Figure 31 shows the autocorrelations for the data shown Figure 29 and Figure 30 shows the 100-bin histograms of the data. The autocorrelations do not appear cyclic (within the 50 lags that were calculated) but, for the snowfall time series (i.e., \( \mathbf{Y} \)), the autocorrelations approach zero for \( l > 20 \). This observation will be used to set the lags for the leaning (with the \( l \)-standard assignment) and lagged cross-correlation calculations as \( l = 1, 2, \ldots, 20 \). The tolerance domains for the leaning calculation with be the (1/4)-width domains.

The mean leaning across all the lags, \((\langle \lambda_l \rangle)_l = 3.7 \times 10^{-2}\), which implies the intuitive causal inference. The mean lagged cross-correlation across all the lags, \((\Delta_l)_l = 2.3 \times 10^{-2}\), which implies the counter-intuitive causal inference. The MVGC toolbox returns Granger causality log-likelihood statistics of \( F_{\mathbf{X} \rightarrow \mathbf{Y}} - F_{\mathbf{Y} \rightarrow \mathbf{X}} = -2.6 \times 10^{-3} \), which also implies the counter-intuitive causal inference. The JIDT transfer entropy calculation returns \( T_{\mathbf{X} \rightarrow \mathbf{Y}} - T_{\mathbf{Y} \rightarrow \mathbf{X}} = 2.1 \times 10^{-2} \), and the PAI correlation difference is \(-3.4 \times 10^{-2}\), both of which imply the intuitive causal inference. If the leaning and lagged cross-correlation difference contributions to the ECA summary vector are defined as the mean across all the tested lags, then the ECA summary vector for this example is \( \tilde{g} = (0, 1, 0, 0.1) \), which implies the ECA summary is undefined. The majority-vote causal inference, however, implies \( \mathbf{X} \rightarrow \mathbf{Y} \), which agrees with intuition.

This example again illustrates the benefit of using multiple times series causality tools. Consider \( g_4 \) (leaning), which implied an intuitive causal inference, and \( g_5 \) (cross-correlation), which implied a counter-intuitive causal inference. If those tools are calculated as the means across all the tested lags with \( l = 1, 2, \ldots, l_{\text{max}} \), then as seen above, \( l_{\text{max}} = 20 \Rightarrow g_4 = 0, g_5 = 1 \). It is also true that any \( l_{\text{max}} = 2, 3, \ldots, 20 \Rightarrow g_4 = 0, g_5 = 1 \). The lagged cross-correlation difference with the maximum absolute value across all the tested lags is positive, which also implies the counter-intuitive inference. The majority of the lagged cross-correlation differences implied the counter-intuitive inference (16 of the 20 calculated lags). So, it seems most reasonable approaches to determine \( g_5 \) from the set of lagged cross-correlation differences would lead to \( g_5 = 1 \), which does not agree with intuition. Likewise, \( g_2 \) (Granger) implies the counter-intuitive causal inference; i.e., \( g_2 = 1 \). It may be argued that the MVGC log-likelihood of \( F_{\mathbf{X} \rightarrow \mathbf{Y}} - F_{\mathbf{Y} \rightarrow \mathbf{X}} = -2.6 \times 10^{-3} \) is better interpreted as \( g_2 = 2 \) because the value is two orders of magnitude closer to zero than any other MVGC log-likelihood differences calculated in this work. But, neither conclusion, \( g_2 = 1 \) or \( g_2 = 2 \), agrees with the intuitive causal inference. The use of either of\(^{25}\) the phrase “apparently” is used here in indicate that the approximate stationarity of the data is drawn from visual inspections of Figure 25.

\(^{25}\)The phrase “apparently” is used here in indicate that the approximate stationarity of the data is drawn from visual inspections of Figure 25 rather than formal tests.

\(^{24}\)For this example, the embedding dimension was set as \( E = 100 \), rather than \( E = 3 \), which was the embedding dimension in every previous example. The larger embedding dimension was not set with any formal procedure (see, e.g., [219, 161, 160, 159, 220]). Instead, the PAI correlation difference was calculated with \( E = 100 \) once it was discovered that the algorithm failed with \( E = 3 \) (See footnote in Section 5.2.3 for a discussion of failures of the PAI algorithm). The time delay used in this example was the same as every other example, i.e., \( \tau = 1 \).
these time series causality tools alone (i.e., $g_2$ or $g_3$) may lead an analyst to draw a counter-intuitive causal inference. The use of these tools as part of a set, however, allows the analyst to compare and contrast the different tools. The analyst may decide to use a majority-vote inference, which agrees with intuition for this example, or an analyst may use outside assumptions to determine certain tools, e.g., $g_3$ or $g_4$ are unreliable for the type of data being analyzed. At a minimum, the different implications of the tools strongly suggests the analyst should consider applying each tool more carefully, e.g., by changing the model parameters for $g_2$.

5.3.2 OMNI data

The NASA OMNI data set consists of hourly-averaged time series measurements of several different space weather parameters from 1963 to present, collected from more than twenty different satellites, along with sunspot number and several different geomagnetic indices, including $D_{st}$, collected from the NOAA National Geophysical Data Center [14]. The disturbance storm time, $D_{st}$, is a measure of geomagnetic activity [221]. The magnetic field measurements in the OMNI data sets, specifically $B_z$ in GSE coordinates [222], is believed to be a driver of $D_{st}$ [223].

Consider the available measurements for the magnetic field, $B_z$ (in nanoTesla, nT), and the disturbance storm time, $D_{st}$. The collection and aggregation procedures used to get this data into the OMNI data set can be found in [14] [4]. The time series pair $(B, D)$ consists of all the available measurements $B = \{B_z(t)\}$ and $D = \{D_{st}(t)\}$ where $\Delta t = t_{n+1} - t_n = 1$ hour for $n = 1, 2, \ldots, N - 1$ (with $N = 438312$), the first time step $t_0 = 0$ represents 00:00:00 January 1, 1963 UTC, and the last time step $t_N = 438312$ represents 23:30:00 December 31, 2012 UTC. These hourly data sets are shown in Figure 32.

The 1000-bin histograms of these time series are shown in Figure 33. It is standard practice to “rectify” the magnetic field component $B_z$ as $\bar{B}_z$ where $B_z(t) = B_z(t)$ if $B_z(t) \leq 0$ and $B_z(t) = 0$ if $B_z(t) > 0$ [221] [223]. This treatment leads to a second time series pair $(\bar{B}, \bar{D})$ with $\bar{B} = \{B_z(t)\}$. Figure 34 shows both the times series and 1000-bin histogram of $\bar{B}_z$.

The time series $B$, $\bar{B}$, and $D$ are long, with approximately 440,000 data points each, and each contains missing data (i.e., time stamps for which no measurements are present in the data set). Both of these properties are practical concerns for the data analyst. The length may make the calculation of certain time series causality tools computationally infeasible, and the missing data may lead to erroneous results, if the algorithm used to calculate a given time series causality tool can even handle missing data. The magnetic field data, $B$, contains 131,928 missing data points, and the storm index, $D_{st}$, contains 7,736 missing data points. Some, but not all, of the missing data coincide within the time series pair. Creating a new time series from the defined points of $B$ and $D$ will lead to nonuniform time intervals for subsequent time steps in the series, which will make causal interpretations more difficult [224]. The length of the time series may be addressed by only considering contiguous subsets of the series, but there is a risk that data associated with interesting physical phenomena captured during one subset may not be present in another. This work will address these practical issues with two different approaches, averaging and sampling.

There is no missing data in $D$ between 00:00:00 January 1, 1997 UTC and 23:30:00 December 31, 2001 UTC. Let $D$, $\bar{D}$, and $\bar{B}_z$ be the daily (i.e., 24 hour) averages of $D$, $B$, and $\bar{B}_z$, respectively, within this time period, where a daily average is the arithmetic mean of 24 hours of data ignoring any missing values. Each of the new time series, $D$, $\bar{B}$, and $B$, contains 1,826 data points with no missing points. Figures 35, 36, and 37 show both the times series and the 100-bin histograms of these averaged data sets.

The autocorrelations of $D$ and $\bar{B}$ are shown in Figure 38, from which the lags for the leaning (using the l-standard cause-effect assignment) and lagged cross-correlation difference calculations are set as $l = 1, 2, \ldots, 30$. The leaning calculation will use the $(1/4)$ tolerance domains. The PAI correlation differences are calculated with $E = 100$ and $r = 1$. ECA summary vectors can be constructed for the two time series pairs $(B, D)$ and $(\bar{B}, \bar{D})$, which are shown in Tables 7 and 8. The majority-vote inference agrees with intuition for both pairs, but the ECA summary only agrees with intuition for the pair $(\bar{B}, \bar{D})$. The ECA summary for the pair $(B, D)$ is undefined because $g_2$ (Granger implies $B \leftarrow D$ while every other time series causality tool implies the intuitively correct $B \rightarrow D$). The question of whether or not $g_2$ might imply the intuitive causal inference for different VAR modeling parameters was not explored in this work.

Another approach to the practical issues discussed above is to sample smaller contiguous subsets of $D$, $B$, and $\bar{B}_z$. Let $D^L = \{D_{st}(t')\}$, $B^L = \{B_z(t')\}$, and $\bar{B}^L = \{\bar{B}_z(t')\}$ with $t' = t_0, t_1, t_2, \ldots, L$ be an ordered subset of $D$, $B$, and $\bar{B}_z$. An ECA summary vector could be constructed for each sampled pair $(B^L, D^L)$ and $(\bar{B}^L, \bar{D}^L)$. A set of $n$ sampled pairs,
The values of each of the five time series causality tools used in the exploratory causal analysis for each of the time series pairs shown in Figures 35 and 37 with the intuitive inferences and the “majority-vote” inference, i.e., the causal inference implied by the majority of the time series causality comparisons of the implied causal inference with intuition, are shown in Tables 13 and 14.

Table 7: The values of each of the five time series causality tools used in the exploratory causal analysis for each of the time series causality tool calculations, whereby differences are calculated with lags from 1 to \( l \), as calculated by the MVGC toolbox) labeled “GC”, the transfer entropy difference (i.e., \( TE \)), and the PAI correlation difference labeled “PAI”. An entry of “n/a” in the GC column indicates the the MVGC toolbox failed to fit a VAR model to the data with the maximum request model parameters and/or within the maximum allotted computation time.

Table 8: Comparisons of the ECA summaries for each of the time series pairs shown in Figures 35 and 37 with the intuitive inferences and the “majority-vote” inference, i.e., the causal inference implied by the majority of the times series causality tools used during the exploratory causal analysis.

Each with a different \( t'_0 \), would produce a set of \( n \) values for each time series causality tool. These sets of values can then be used to develop a mean ECA summary vector to draw causal inferences.

Let \( L = 500 \) and \( n = 10^4 \). The starting points for each time series are sampled from a uniform distribution over \([0, N - L]\). The leaning calculation uses the \((1/4)\)-width tolerance domains and the \( l\)-standard assignment where \( l \) is set as \( l = 1, \ldots, l_a \), where \( l_a \) is the lag for which the lagged autocorrelation of \( \mathbf{D}^L \) is minimum in a set of autocorrelations calculated with lags from 1 to \( L \). The same \( l \) used in the leaning calculation will be used in the lagged cross-correlation difference calculations. The PAI correlation differences are calculated with \( E = 50 \) and \( \tau = 1 \). Table 9 shows the mean value across the \( n \) calculated values of each time series causality tools, and Table 10 shows a comparison of the implied causal inferences of these mean values and the intuitive inferences. Table 11 shows the 90% confidence intervals across the \( n \) calculated values of each time series causality tools, and Table 12 shows a comparison of the implied causal inferences of these confidence intervals and the intuitive inferences. The 90% confidence interval is defined as \([p_{\alpha}, p_{\alpha}]\) where \( p_i \) is the \( i \)th percentile of the data; i.e., the lower bound of the 90% confidence interval is the value that is above 5% of the data and the upper bound of the 90% confidence interval is the value that is above 95% of the data. A bootstrapping procedure can be set up with the sample of \( n \) values for each of the time series causality tool calculations, whereby \( 10^5 \) means are calculated from new sets (of the same size as the original set) of values that have been sampled (with replacement) from the original set. The 90% confidence interval for the mean of these bootstrapped samples, and the comparisons of the implied causal inference with intuition, are shown in Tables 13 and 14.

This sampling procedure resulted in five sets of 3,025 values, one set for each of the time series causality tool calculations. Only approximately \( 3 \times 10^3 \) of the approximately \( 10^4 \) sampled times series subsets \( \mathbf{D}_L^L \), \( \mathbf{B}_L^L \), and \( \mathbf{B}_L^{L'} \) (with \( L = 500 \))

<table>
<thead>
<tr>
<th>ECA summary</th>
<th>Majority-vote inference</th>
<th>Intuitive inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B, D)</td>
<td>undefined</td>
<td>B ( \rightarrow ) D</td>
</tr>
<tr>
<td>(B', D)</td>
<td>B ( \rightarrow ) D</td>
<td>B ( \rightarrow ) D</td>
</tr>
</tbody>
</table>

Table 9: The average values of each of the five time series causality tools used in this exploratory causal analysis for each of the time series pairs \( (\mathbf{B}_L^L, \mathbf{D}_L^L) \) and \( (\mathbf{B}_L^{L'}, \mathbf{D}_L^{L'}) \) with the mean leaning across all the lags labeled “L”, the mean lagged cross-correlation difference labeled “LCC”, Granger causality log-likelihood statistics difference (i.e., \( F_{X \rightarrow Y} - F_{Y \rightarrow X} \), calculated by the MVGC toolbox) labeled “GC”, the transfer entropy difference (i.e., \( T_{X \rightarrow Y} - T_{Y \rightarrow X} \), calculated with the JIDT) labeled “TE”, and the PAI correlation difference labeled “PAI”. An entry of “n/a” in the GC column indicates the the MVGC toolbox failed to fit a VAR model to the data with the maximum request model parameters and/or within the maximum allotted computation time.
The tools used during the exploratory causal analysis.

The "majority-vote" inference, i.e., the causal inference implied by the majority of the times series causality tools used during the exploratory causal analysis.

<table>
<thead>
<tr>
<th>ECA summary</th>
<th>Majority-vote inference</th>
<th>Intuitive inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>undefined</td>
<td>(B^L \rightarrow D^L)</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>undefined</td>
<td>(B_r^L \rightarrow D_r^L)</td>
</tr>
</tbody>
</table>

Table 10: Comparisons of the ECA summaries for each of the time series pairs shown in Table 9 with the intuitive inferences and the “majority-vote” inference, i.e., the causal inference implied by the majority of the times series causality tools used during the exploratory causal analysis.

<table>
<thead>
<tr>
<th>TE</th>
<th>GC</th>
<th>PAI</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>([-9.7, 4.1] \times 10^{-2})</td>
<td>([7.8 \times 10^{-2}, 3.5 \times 10^{-1}])</td>
<td>([4.1 \times 10^{-2}, 2.1 \times 10^{-1}])</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>([-6.5, 5.5] \times 10^{-2})</td>
<td>([6.8 \times 10^{-2}, 4.2 \times 10^{-1}])</td>
<td>([1.8 \times 10^{-2}, 1.8 \times 10^{-1}])</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LCC</th>
<th>(\hat{g})</th>
<th>ECA summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>([-2.6 \times 10^{-1}, -3.9 \times 10^{-2}])</td>
<td>((2, 0, 1, 2, 0))</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>([-2.9 \times 10^{-1}, -7.8 \times 10^{-2}])</td>
<td>((2, 0, 1, 2, 0))</td>
</tr>
</tbody>
</table>

Table 11: The 90% confidence intervals of the average values shown in Table 9.

<table>
<thead>
<tr>
<th>ECA summary</th>
<th>Majority-vote inference</th>
<th>Intuitive inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>undefined</td>
<td>undefined</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>undefined</td>
<td>undefined</td>
</tr>
</tbody>
</table>

Table 12: Comparisons of the ECA summaries for each of the time series pairs shown in Table 11.

<table>
<thead>
<tr>
<th>TE</th>
<th>GC</th>
<th>PAI</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>([-3.0, -2.9] \times 10^{-2})</td>
<td>([1.9, 2.0] \times 10^{-1})</td>
<td>([1.2, 1.2] \times 10^{-1})</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>([-5.5, -5.2] \times 10^{-3})</td>
<td>([2.2, 2.2] \times 10^{-1})</td>
<td>([9.8, 9.9] \times 10^{-2})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LCC</th>
<th>(\hat{g})</th>
<th>ECA summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>([-1.6, -1.6] \times 10^{-1})</td>
<td>((1, 0, 1, 0, 0))</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>([-1.9, -1.9] \times 10^{-1})</td>
<td>((1, 0, 1, 0, 0))</td>
</tr>
</tbody>
</table>

Table 13: The 90% confidence intervals for the set of 10^5 bootstrap calculations of the means shown in Table 9.

<table>
<thead>
<tr>
<th>ECA summary</th>
<th>Majority-vote inference</th>
<th>Intuitive inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>((B^L, D^L))</td>
<td>undefined</td>
<td>(B^L \rightarrow D^L)</td>
</tr>
<tr>
<td>((B_r^L, D_r^L))</td>
<td>undefined</td>
<td>(B_r^L \rightarrow D_r^L)</td>
</tr>
</tbody>
</table>

Table 14: Comparisons of the ECA summaries for each of the time series pairs shown in Table 13.
contained no missing data. These were the only subsets for which the time series causality tools were calculated. The means of these sets, shown in Table 7, lead to undefined ECA summaries but majority-vote inferences that agree with intuition for both pairs. The 90% confidence intervals of these sets, however, imply neither the intuitive nor the counter-intuitive causal inference, as shown in Table 11. The bootstrapped 90% confidence intervals, shown in Table 13, imply ECA summary vectors that agree with Table 11. In both cases, \( g_1 \) (transfer entropy) and \( g_3 \) (PAI) both imply the counter-intuitive causal inference, while every other element of the ECA summary vector implies the intuitive causal inference.

The exploratory causal analysis of this data, like any exploratory analysis \[4\], is dependent on the framework within which the causal inferences are drawn. The inferences of Table 7 were drawn from an averaged times series subset of the available data. The averaging procedure implies the majority-inference of \( B \rightarrow D \) or the ECA summary of \( B_r \rightarrow D \) are statements of daily averages only during the time period of 1997 to 2001. These are not statements about the hourly data during the available time period of 1963 to 2012. It may be that the five years used during the averaging procedure are not representative of other five year subsets of the 50 years of available data. Trends in the hourly time series may not be present in the daily time series. For example, \( g_1 \) (transfer entropy) and \( g_3 \) (PAI) imply the intuitive causal inference for the daily time series (Table 7) and the counter-intuitive causal inference for the sampled hourly times series (Table 9). However, the majority-vote inferences for both the daily and sampled hourly time series pairs agree with intuition. The sampling procedure sampled times series of length \( L = 500 \), which corresponds to approximately 20 days of hourly data. It follows that the majority-vote inferences of \( B^L \rightarrow D^L \) and \( B_r^L \rightarrow D^L \) are not statements about the time series pairs \( (B, D) \) and \( (B_r, D) \). The causal inferences drawn from the 20-day sampled times series may be the same causal inference that would be drawn from an exploratory causal analysis of the entire time series pairs \( (B, D) \) and \( (B_r, D) \) but such assumptions would need theoretical (or analytical) support that has not be explored in this example. For example, if the sampling procedure is performed again but with \( L = 1000 \) (i.e., approximately 40 days of data), then the ECA vector for the pair \( (B^L, D^L) \) is \( \vec{g} = (1, 0, 0, 0, 0) \), which is the same as the \( L = 500 \) case. However, the ECA vector for the pair \( (B^L, D^L) \) is \( \vec{g} = (0, 0, 1, 0, 0) \), which is different from the \( L = 500 \) case. Both ECA vectors for the longer sampled subset time series have majority-vote inferences that agree with intuition, just as was found for the \( L = 500 \) case. But, \( g_1 \) (transfer entropy) implies the intuitive inference of \( B^L \rightarrow D^L \) for \( L = 1000 \), which differs both from the \( g_3 \) inference for \( (B^L, D^L) \) with \( L = 1000 \) and from the \( g_1 \) inference for either pair with \( L = 500 \). Changing only the length of the sampled time series subsets can change the causal inference implied by \( g_1 \) for \( B^L \rightarrow D^L \).

The missing data points have also affected both the daily averaging procedure and the sampling procedure. The averaging procedure involves the arithmetic mean of 24 hours of data where missing data within that 24 hour period was ignored; i.e., if, e.g., only 20 hours of data are available for a given 24 hour period, then the reported daily mean for that period is the arithmetic mean of only 20 data points rather than the expected 24. This process may or may not have have led to daily averages that are representative of the physical system, i.e., the calculated daily averages may be significantly different from the daily averages that might have been calculated if the data was not missing. Such counter-factual concerns, however, are not (and perhaps cannot) be addressed in this example. The missing data also biases the sampling procedure. The sampling procedure involves the random selection of 500 contiguous data points within the time series \( B, B_r, \) and \( D \). If any of the subset time series are missing data, then the exploratory causal analysis is not performed and different subset time series are selected. This is why there are only 3,025 samples of each time series causality tool calculation in the attempted sampling of \( 10^4 \) time series subsets\[5\] It may be that 500 contiguous data points containing no missing data across all three time series are relatively rare within the data, which may cause the sampling procedure to over-represent certain 20-day time periods in the analysis. This issue was also not addressed in this example.

The majority-vote inferences of both the daily average and sampling procedures used in this example agree with intuition. This analysis, however, is exploratory causal analysis and should not be confused with confirmatory causal analysis. The issues discussed in the previous two paragraphs help illustrate the distinction between the two. The results presented in this section do not confirm any theory that posits \( B \rightarrow D \). Rather, the results show \( B \rightarrow D \) and \( B^L \rightarrow D^L \) (for \( L = 500 \)) are potential causal structures of the time series pairs \( (B, D) \) and \( (B^L, D^L) \) (for \( L = 500 \)), respectively. These results may be useful for the confirmatory causal analysis of \( B \rightarrow D \) but would require, as stated previously, outside theoretical (or analytical) support.

---

\[5\] The ECA vector here is found by using the mean value of each time series causality tool to find the implied causal inference, as was done in Table 11.Only 1,366 samples were found in 5,800 attempts when the sampling procedure was run with \( L = 1000 \).
6 Conclusions

6.1 ECA results and efficacy

The causal inferences drawn from every tested time series causality tool agree with intuition for four of the five bivariate synthetic data examples, including every linear example and certain parameters for both nonlinear examples. PAI and transfer entropy lead to counter-intuitive causal inferences for specific parameter values of the coupled logistic map example. PAI and the G-causality log-likelihood statistic can fail to be defined (and, thus, provide no causal inference) for the RL circuit example (depending on the sampling frequency of the voltage signal). Overall, PAI, which was introduced as part of this work, provides intuitive causal inferences as often as transfer entropy, when it is defined, and is defined as often as the Granger tool. These results indicate that the PAI algorithm may need to be refined (to handle zero distance nearest neighbors better) and the algorithm parameters (i.e., the embedding dimension, time delay, and number of weights to use in the cross-mapping procedure) may need to be set more carefully during the ECA process. It has previously been shown, as part of this work, that the current PAI algorithm provides intuitive causal inferences more consistently than CCM for these types of examples. These results imply the leaning is as useful for causal inference as any of the other tested time series causality tools but may provide a more intuitive operational definition of causality for analysts than those that currently exist in the literature.

The leaning is the only tested time series causality tool that consistently provides the intuitive causal inference for both empirical data examples. The Granger tool and lagged cross-correlation are the only tested tools that imply counter-intuitive causal inferences for the snowfall example. The second empirical example, the OMNI data, shows how the time series sampling procedure can affect the implied causal inferences. The tested time series causality tools did not all provide the same causal inference for either empirical example, which implies the empirical data sets do not have clear, intuitive driving relationships in the sense of the simpler synthetic data examples. The disagreement between the tools implies some complexity in the system dynamics but can also provide additional inferences. For example, the transfer entropy and Granger tool provide conflicting causal inferences for both the snowfall example and most of the sampling procedures used for the OMNI data example. It is known that these two tools are equivalent if the joint distribution of the data is Gaussian. Thus, this disagreement implies the empirical data sets are not jointly Gaussian (i.e., the distributions fail to meet the requirements of the Barnett et al. equivalence proof).

The exploratory causal analysis introduced and developed in this work leads to ECA summaries that agree with intuition for some of the synthetic data examples, e.g., Section 5.2.1 without much effort on the part of the analyst, i.e., the times series causality tools could be applied naively and the results are straightforward to interpret. The exploratory causal analysis of other examples, e.g., Section 5.2.5 was more subtle, requiring careful interpretation of the results, especially given conflicting causal inference implications from different tools and determination of “intuitive” causal inferences from system parameters. The ECA summary agreed with intuition for some examples, and in other examples only the majority-vote inference agreed with intuition. In some examples, e.g., Section 5.2.6 neither agreed with intuition and may have implied counter-intuitive causal inferences. In every example, however, the exploratory causal analysis provided insight into the data that was potentially useful (or, at least, interesting) to an analyst.

This work has posited that exploratory causal analysis should be a part of the exploratory data analysis of time series data sets. Such analysis is particularly useful with data collected from systems for which more traditional physics experiments are not possible, including space weather data sets used for geomagnetic storm forecasting. This work has not explored the detailed exploratory causal analysis that may guide a confirmatory data analysis of such data sets. For example, testing different cause-effect assignments for the leaning calculations of Section 5.3 may help guide the development of structural models (i.e., SEM) that might be used during the confirmatory data analysis of that data (e.g., using SCM). Broadening the scope of the exploratory causal analysis for the example of Section 5.3 e.g., by calculating ECA summary for every times series pair available in the NASA OMNI data set, may also be fruitful in guiding theoretical or confirmatory causal analysis of the system.

The ECA summary vector, and the exploratory causal analysis approach in general, also addresses the practicing scientist’s problem introduced in Section 1. The time series causality tools used in every example of this work can be calculated using open source software readily available to a scientist seeking a “plug-and-play” solution to their causal

---

58 See Section 5.2.5
59 See Section 5.2.3
60 See Section 5.2.6
61 See Section 5.2.7
62 See Section 5.3 for discussions of SEM and SCM
analysis problems.” Consider the recent result presented in [192] showing the causal interaction between the Indian Ocean Dipole (IOD) and El Niño. It is shown that the information flow between time series of IOD and El Niño indexes implies a dominant causal structure of “IOD causes El Niño” [192]. The time series causality tools discussed in this work (i.e., specifically the software implementations used in the examples) can be applied to these same time series to draw the same conclusion; i.e., \(|\vec{g}|^2 = 0\) if \(X\) is the IOD index and \(Y\) is either El Niño index used in [192]. This ECA summary vector is produced with naive algorithm parameters of \(E = 100, \tau = 1, 1/4\)-width tolerance domains, and \(l\)-standard cause-effect assignments with \(l = 1, 2, \ldots, 20\) (which are also the lags used for \(g_t\)). All of these parameters are set based on previous experience in generating ECA summary vectors and not from any analysis of the times series themselves. The point it not to imply that ECA summary vectors can replace more in-depth causal analysis of data (see Sections 2.3 and 5 for previous discussions of this point). Rather, the point is that the approach to exploratory causal analysis presented in this work provides tools for an analyst to make causal inference, and start the process of a more formal causal analysis, without significant effort in developing the necessary tools, such as the derivation of an equation for information flow from transfer entropy using specific assumptions about the systems as was done in [192].

6.2 Future work

Several examples of exploratory causal analysis have been shown, some with successful naive ECA summaries and some that required individual time series analysis tools to be applied in different ways. Overall, the theme of using more than one tool to draw exploratory causal inferences proved to be useful both in understanding the potential causal structure of the system and in understanding any failures of particular tools (i.e., disagreements with intuition and/or disagreements with the majority of the other tools). This approach potentially helps prevent errant causal inferences at the cost of (potentially) redundant calculations. This work, however, has not explored these ideas formally. What properties of the system dynamics consistently lead to counter-intuitive causal inferences from one time series causality tool but not another? Are there such properties? These types of research questions may help an analyst better understand the time series causality tools, but may also help guide the system modeling (e.g., if a given Granger causality tool is known to always fail if the time series data is generated by non-linear dynamics, then the failure of such a tool may guide the analyst to eliminate linear approaches during the system modeling effort). This work briefly noted in Section 5.2.4 that a given Granger causality tool (i.e., the MGC implementation of the Granger log-likelihood statistic) consistently implied the intuitive causal inference for synthetic data sets generated by non-linear dynamics, despite the expectation to not do so (which also happened for the example shown in Section 5.2.5). The exploration of such research questions, however, may require more than computational testing. It may be fruitful to formally explore, e.g., how a given cause-effect assignment in the leaning calculation might appear in the VAR forecast model used by a given Granger causality tool.

The synthetic data example of Section 5.2.5 is the only example in this work of exploratory causal analysis on coupled system dynamics. There is a history of studying such systems in non-linear and chaotic time series analysis (see, e.g., [138]). Such systems, however, do not always have clear physical causal intuitions, so this work did not explore them in detail (i.e., beyond what is done in Section 5.2.5). These systems may provide an intriguing study of the exploratory causal analysis approach. Is it possible for multiple time series analysis tools to imply the same causal inference for such systems? If so, how are the tools that agree related, e.g., formally or computationally? Exploratory causal analysis of well-studied chaotic dynamics may help guide analysts in applying such techniques to, e.g., building forecast models, which is known to be difficult for data generated from non-linear and/or chaotic dynamics [220].

The leaning was introduced in Section 4.5 and used throughout this work. All leaning calculations rely on cause-effect assignment and tolerance domains, which, given empirical data, must be set with some reasonable data analysis. This work used the (1/4)-width tolerances domains extensively, which are straightforward to define for a given data set. The \(l\)-standard cause-effect assignments were used exclusively in this work with \(l\) set as a function of the autocorrelation lengths of one or both times series. Section 5.2.5 discussed one possible method for setting \(l\) algorithmically. There was no discussion, however, of determining a reasonable cause-effect assignment algorithmically in general. The \(l\)-standard assignment is a straightforward choice but an analyst may be limiting the usefulness of the leaning calculation by not trying other possible cause-effect assignments. Consider, for example, a system for which one signal \(D\) is a steady impulse representing the times at which a grain of sand is dropped into a pile, i.e., \(D = \{d_t = 1 \forall t \in D, d_t = 0 \forall t \not\in D\}\) where \(D\) is the set of times at which the grain of sand is dropped, and the other signal \(H\) is the maximum height of the pile, i.e., \(H = \{h_t = f(d_t) \mid i = 1, 2, \ldots, t\}\) where the maximum height of the pile at time \(t\) is a function \(f\) of all the previously dropped grains of sand \(d_t\). It is expected that \(f\) is sufficiently complex to represent both the height increases due to each additional grain of sand and the occasional height decreases due to sand avalanches when the pile meets certain physical

---

63See https://github.com/jmcracken for all of the code used in this work.

64The author presents a detailed analysis of this causal structure, but the question of which series might be considered the more dominant driver is the focus of exploratory causal analysis, so this is the only result discussed here.
requirements. The intuitive causal inference for this scenario is $D \rightarrow H$ but the leaning may not be able to imply such an inference using only the $l$-standard assignment because of the occasional avalanches. Instead, the leaning may require an “autoregressive” cause-effect assignment of {$C, E$} = $\{d_{t-l}, h_{t-k}, h_0\}$, i.e., the assumed cause is defined using both the $l$ lagged time steps of the impulse signal $D$ and the $k$ lagged time steps of the response signal $H$, to return the intuitive causal inference. Perhaps instead there is some fixed value $h_0$ of $h_t$ that should be used in the cause-effect assignment somehow, e.g., $\{C, E\} = \{d_{t-l}, (h_{t-l} < h_0), h_t\}$. It would be useful to algorithmically determine which cause-effect assignments might be useful for the leaning calculation. This task may be prohibitively difficult but it may allow the leaning to provide more detailed causal inference, e.g., by identifying which cause-effect assignment leads to a higher leaning than another. Likewise, it may be useful to algorithmically set the embedding dimension and time delay in the PAI correlation difference calculation, e.g., by finding the embedding dimension and time delay that maximum the SSR correlation (i.e., the correlation between a given time series and the estimation of that time series calculated using the shadow manifold of itself). If all the time series causality tool parameters were set algorithmically, directly from the data being analyzed, then the exploratory causal analysis may become significantly automated.

Section 2.3 emphasized that exploratory causal analysis of bi-variate time series data was focused on answering the question “Given (A, B), is the potential driving relationship A $\rightarrow$ B or B $\rightarrow$ A, or can no conclusion be drawn with the tools being used?” This focus may be a myopic use of the time series tools. The actual values calculated with each tool was only used for comparison to another value and was distilled into a ternary (yes-no-unknown) answer. A fruitful extension of this work may be to explore how the actual values calculated with each of these tools compare to each other and to the causal intuitions drawn from system parameter values in the synthetic data examples. Consider, for example, an instance of Eqn. 70 with some fixed $x_0 = y_0$, $r_x > r_y$ and $\beta_{yx} > \beta_{xy}$. It was shown in Section 5.2.5 that such an instance of Eqn. 70 can lead to an ECA summary that agrees with the intuitive causal inference of $X \rightarrow Y$. If a second instance of Eqn. 70 is generated with all the same system parameters expect $\beta_{yx}$, which is increased by some amount $\Delta$, do the individual values of the times series causality tools also change appropriately by some amount related to $\Delta$. Does, for example, the transfer entropy difference become more positive by some amount related to $\Delta$ and/or related to the amount by which the PAI correlation difference becomes more negative? These types of research questions may lead to a deeper understanding of both the time series causality tool themselves and what type of “causality” is actually being investigated by these tools.

Finally, this work has also purposefully ignored the philosophical foundations of the time series causality tools being used. Some of these tools have been discussed in the philosophical literature (e.g., Granger causality and information-theoretic causality tools; see [5]) but others, particularly the leaning, have not. The penchant is derived from probabilistic causality notions and is related to quantities that have been discussed philosophically, including Kleinberg’s causal significance, for which the foundational causality issues are discussed at length in [31]. The derivation of the leaning from the penchants and the penchants relationship to the causal significance may imply that the leaning has an interpretation within Kleinberg’s causal framework.
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65The leaning calculation is, as discussed in Section 4.3, essentially a structured counting of features in the time series pairs. So, algorithmically setting a cause-effect assignment for the leaning calculation may be equivalent to pattern finding and matching within and between the two series, and then calculating the leaning for all potential cause-effect assignments.


Figure 15: The 25-bin histograms of the signals shown in Figure 14.
Figure 16: Autocorrelations of the signals shown in Figure 14. The numerical solution for $I$ is represented by the open dots in (a) and (b) and the analytical solution is represented by the solid dots in (a) and (b).
Figure 17: Lagged cross-correlation differences, $\Delta_l$, and weighted mean observed leanings, $\langle \lambda_l \rangle$, (given an $l$-standard cause-effect assignment with $\frac{1}{4}$-width tolerance domains) for the signals shown in Figure 14 given lags of $l = 1, 2, \ldots, 5$.

Figure 18: An instance of Eqn. 69 for $A = 0.1$, $B = 0.3$, $C = 0.4$, $D = 0.5$, $a = b = 1$, and $c = 0$. 
Figure 19: Autocorrelations of the instances of $\mathbf{X}$ and $\mathbf{Y}$ of Eqn. 69 shown in Figure 18 given lags of $l = 1, 2, \ldots, 50$. The autocorrelations are $|r(b_{t-l}, b_t)|^2$ where $r(\cdot)$ is the Pearson correlation coefficient between the lagged $l$ series $\{b_{t-l}\}$ and the time series $\{b_t\}$.

Figure 20: Lagged cross-correlation differences, $\Delta_l$, and weighted mean observed leanings, $\langle \lambda_l \rangle$, (given an $l$-standard cause-effect assignment with $(1/4)$-width tolerance domains) for the instances of Eqn. 69 shown in Figure 18 given lags of $l = 1, 2, \ldots, 15$.

Figure 21: An instance of Eqn. 70 for $L = 500$, $\beta_{xy} = 0.5$, $\beta_{yx} = 1.5$, $r_x = 3.8$, and $r_y = 3.2$ with initial conditions $x_0 = y_0 = 0.4$. 
Figure 22: Histograms of the instance of Eqn. 70 shown in Figure 21.

Figure 23: Autocorrelations of the instances of X and Y of Eqn. 70 shown in Figure 21 given lags of \( l = 1, 2, \ldots, 50 \). The autocorrelations are \( |r(b_{t-l}, b_t)|^2 \) where \( r(\cdot) \) is the Pearson correlation coefficient between the lagged \( l \) series \( \{b_{t-l}\} \) and the time series \( \{b_t\} \).

Figure 24: Lagged cross-correlation differences, \( \Delta_l \), and weighted mean observed leanings, \( \langle \lambda_l \rangle \), (given an \( l \)-standard cause-effect assignment with \( (1/4) \)-width tolerance domains) for the instances of Eqn. 65 shown in Figure 21 given lags of \( l = 1, 2, \ldots, 4 \).
Figure 25: An instance of Eqn. 71 for $L = 500$, $A = 0.4$, and $B = 0.6$. 
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(b) $Y$

(c) $Z = \{z_t\}$ (case 1)

(d) $Z = \{z'_t\}$ (case 2)

(e) $Z = \{z''_t\}$ (case 3)
Figure 26: Histograms of the instance of Eqn. 71 shown in Figure 25.
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Figure 27: Autocorrelations of the instances of $X$, $Y$, and $Z$ of Eqn. 71 shown in Figure 25 given lags of $l = 1, 2, \ldots, 50$. The autocorrelations are $|r(b_{t-l}, b_t)|^2$ where $r(\cdot)$ is the Pearson correlation coefficient between the lagged $l$ series $\{b_{t-l}\}$ and the time series $\{b_t\}$. 
Figure 28: Lagged cross-correlation differences, $\Delta_l$, and weighted mean observed leanings, $\langle \lambda_l \rangle$, (given an $l$-standard cause-effect assignment with $(1/4)$-width tolerance domains) for the instances of Eqn. 71 shown in Figure 25 given lags of $l = 1, 2, \ldots, 6$.  

\[ \langle \lambda_l \rangle \]  
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Figure 29: Daily snowfall (the expected response) and mean temperature (the expected driver) from July 1 1972 to December 31 2009 at Whistler, BC, Canada (Latitude: 50°04′04.000″ N, Longitude: 122°56′50.000″ W, Elevation: 1835.00 meters).

Figure 30: Histograms of the data shown in Figure 29.

Figure 31: Autocorrelations of the data shown in Figure 29 given lags of $l = 1, 2, \ldots, 50$. The autocorrelations are $|r(b_{t-l}, b_t)|^2$ where $r(\cdot)$ is the Pearson correlation coefficient between the lagged $l$ series $\{b_{t-l}\}$ and the time series $\{b_t\}$.\n
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Figure 32: Hourly measurements of the magnetic field component, $B_z$, and disturbance storm time index, $D_{st}$ from the beginning of January 1, 1963 until the end of December 31, 2012, taken from the NASA OMNI data set.

Figure 33: Histograms of the data shown in Figure 32.

Figure 34: Hourly measurements of the rectified magnetic field, $B_s$ from the beginning of January 1, 1963 until the end of December 31, 2012, and the 1000-bin histogram of that data.
Figure 35: Daily averages of the hourly measurements of the magnetic field, $B_z$, and disturbance storm time index, $D_{st}$ from the beginning of January 1, 1997 until the end of December 31, 2001, taken from the NASA OMNI data set.

Figure 36: Histograms of the data shown in Figure 35.

Figure 37: Daily averages of the hourly measurements of the rectified magnetic field, $B_s$, from the beginning of January 1, 1997 until the end of December 31, 2001, and the 100-bin histogram of that data.
Figure 38: Autocorrelations of the data shown in Figure 35 given lags of $l = 1, 2, \ldots, 100$. The autocorrelations are $|r(b_{t-l}, b_t)|^2$ where $r(\cdot)$ is the Pearson correlation coefficient between the lagged $l$ series $\{b_{t-l}\}$ and the time series $\{b_t\}$. 